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Abstract—Recently, various Medium Access Control (MAC) protocols have been proposed for underwater acoustic networks. These protocols have significantly improved the performance of MAC layer in theory. However, two critical characteristics, low transmission rates and long preambles, found in the commercial modem-based real systems, drastically degrade the performance of existing MAC protocols in the real world. A new practical MAC design is demanded. Toward a proper approach, this paper analyzes the impact of the two newly found modem characteristics on the random access-based MAC and handshake-based MAC, which are two major types of MAC protocols for underwater acoustic networks. We further develop the nodal throughput and collision probability models for representative solutions of these two MAC protocol types. Based on the analysis, we believe time sharing-based MAC is very promising. Along this line, we propose a time sharing-based MAC and analyze its nodal throughput. Both analytical and simulation results show that the time sharing-based solution can achieve significantly better performance.

I. INTRODUCTION

Underwater Acoustic Networks (UANs) are a class of ad hoc networks deployed in underwater environment in which the communications among nodes use acoustic waveforms. Compared with terrestrial wireless networks in which RF signals are typically used, UAN features low available bandwidth, long propagation delays and high dynamic channels. These unique characteristics pose significant challenges to network protocol design, especially Medium Access Control (MAC) protocols for underwater acoustic networks [1]–[6].

During the past a few years, many studies have focused on the area of underwater acoustic networks and proposed various solutions, especially for MAC protocol designs. Initially, random access-based solutions were widely studied. Vieira et al. found Slotted-ALOHA degenerated to pure ALOHA in the long propagation delay characterized underwater network environment [7]. The throughput of Slotted-ALOHA was then improved by introducing guard time. Additionally, two variants of ALOHA were designed to achieve a better performance [8].

Since the random access-based approach cannot effectively avoid collisions, some studies have explored the handshake-based MAC with contention. In order to improve the energy efficiency of FAMA [9], which is designed for long propagation delay characterized networks, Slotted-FAMA [10] is proposed. In Slotted-FAMA, time is slotted and any packet can only be transmitted at the beginning of a slot. Still using control packets to reserve time slots for data packets, UW-FLASHR [11] reduces the cost of channel reservation by training collision-free packets sending pattern.

Although these protocols can achieve good performance in theory, there is still a big gap for them to being adopted in the real world. Through a series of field tests, we have identified two practical issues caused by real acoustic modem characteristics, low available transmission rates and long preambles, which significantly degrade the performance of existing MAC protocols. Although [12] presents the simulation results with consideration of these factors, it neither theoretically analyzes the impact nor provides dedicated solutions. The challenges posed by these two characteristics call for a new MAC design so that good performance can be achieved in the real system.

To explore the practical MAC design, in this paper, we analyze the impact of these two modem characteristics on random access-based MAC and handshake-based MAC. Through the analysis, we believe that time sharing-based MAC is promising to address the aforementioned challenges. In literature, several time sharing-based protocols [13]–[15] have been proposed. However, these protocols pre-schedule time slots when the topology is given and thus are not on-demand. In other words, they cannot adapt to dynamic environments or dynamic user requirements. To study the capability of time sharing-based MAC, we propose Cluster-based On-Demand Time Sharing MAC solution (COD-TS) and develop the corresponding throughput model. We further compare the performance of Slotted ALOHA, Slotted FAMA and COD-TS in simulations. The results agree with our analysis that COD-TS outperforms the other two MAC protocols.

The rest of this paper is organized as follows. Section II presents newly identified modem characteristics and the corresponding impact. In Section III collision probability and nodal throughput models are developed for random access-based MAC and handshake-based MAC respectively. Section IV describes COD-TS and its nodal throughput model. In Section V simulations are conducted to validate the developed models and compare the performance of various solutions. Finally, Section VI draws our conclusions and briefs future work.

II. MODEM CHARACTERISTICS AND IMPACTS

Making use of Aqua-TUNE [16], a recent testbed for underwater acoustic networks, numerous field tests have been conducted to evaluate the performance of various MAC protocols. Through these field tests, several real modem characteristics have been identified. Among them, some characteristics significantly restrict the application of existing MAC protocols. For example, the maximum transmission range cannot be pre-determined and closely depends on the deployment environment. However, it is usually required by many existing MAC protocols, such as Slotted-FAMA [10]. Due to space limitation, we only focus on two major characteristics, long preambles and low transmission rates, which pose new challenges to practical MAC design for underwater acoustic networks.
A. Characteristics

1) Long Preamble: For purpose of synchronization, signal detection and channel estimation, a preamble sequence is included at the beginning of a physical layer frame. In wired and radio networks, preamble is very short and transmission rate is high, so the delay \( T_{\text{pre}} \) caused by preamble is very short and usually ignored. But strictly the packet transmission time \( T_{\text{tx}} \) should include \( T_{\text{pre}} \) and be defined as Eq. 1.

\[
T_{\text{tx}} = \frac{L}{B} + T_{\text{pre}}
\]  

(1)

where \( L \) is the packet size and \( B \) is effective modem transmission rate. In the real acoustic system, we have found that the preamble is very long and cannot be ignored anymore. However, the preamble is usually ignored by the research community. In Aqua-TUNE, the physical device is ATM series Teledyne Benthos Modem [17], a widely used commercial underwater acoustic modem. Through the tests, we have noticed that the preamble lasts for about 1.5 s, which drastically increases the packet transmission time and accordingly makes the packet collision probability much higher. To the best of our knowledge, all acoustic modems have long preamble issues and this may be determined by the low acoustic transmission rate. In section II-B we will show its impact on packet collision probability in detail.

2) Low Transmission Rate: Many existing works claim that modem transmission rate is about 10 kbps or even higher [10], [11], [15], [18]–[20]. However, the useable transmission rate is much lower than the theoretical value, especially in shallow water environment, i.e., with horizontal channel. For example, although the transmission rate of Benthos Modem is claimed to be up to 15 kbps, the highest useable transmission rate is much lower than that in order to ensure a low packet error rate with horizontal channel. In many of our field experiments, with horizontal distance of less than a few kilometers, a practical acoustic rate is 800 bps. In fact, based on our experiment results as illustrated in Fig. 1, the effective transmission rate is even lower.

![Fig. 1. Measured one-hop delay with Benthos modem](image)

In the experiment, two modems transmitting at 800 bps are placed less than one meter apart such that the propagation delay can be neglected. In this way, the measured delay only contains the transmission delay, preamble delay, and some other hardware delays. By fitting the data to a curve, we get an approximate relationship between packet size \( L \) and one-hop delay \( D \) (excluding propagation delay) as shown in Eq. 2.

\[
D = 0.0015L + 1.9615
\]  

(2)

From Eq. 2 we can tell that \( B \), indicated by the reciprocal of the slope, is about 667 bps, which is extremely low compared with 10 kbps. Then substituting \( B = 667 \) bps and \( T_{\text{pre}} = 1.5 \) s into Eq. 1 gives the packet transmission time with Benthos modem as below

\[
T_{\text{tx}} = \frac{L}{667} + 1.5
\]  

(3)

B. Impacts

Intuitively, compared with \( B = 10^4 \) bps and \( T_{\text{pre}} = 0 \) s, namely, conventional settings, \( B = 667 \) bps and \( T_{\text{pre}} = 1.5 \) s, namely, practical settings, renders a much longer packet transmission time, which further results in a much higher packet collision probability. In order to demonstrate the impact, we take ALOHA as example and evaluate the transmission time as well as the packet collision probability with the conventional settings and practical settings respectively. In the evaluation, the number of neighbors \( n \) is set to 6, the nodal traffic rate \( \lambda \) is 0.06 pkt/s. Packet transmission time is calculated according to Eq. 1 and collision probability is measured based on Eq. 4 [21].

\[
P_c = 1 - e^{-2G}
\]  

(4)

where \( G = n\lambda T_{\text{tx}} \). Although this model is originally proposed for ALOHA in radio networks, many works like [22] have reused it for ALOHA in underwater acoustic networks. The evaluation results are shown in Fig. 2.

From Fig. 2, we can see that the packet transmission time with practical settings is much longer than the one with conventional settings. And as illustrated in Fig. 3, the collision probability roars when long preambles and low transmission rates arise, which indicates the random access-based MAC suffers heavy collisions with the real system. In particular, according to Fig. 3 even a packet of size 20 bytes may collide with probability 0.68, which is significantly higher than that measured with conventional settings. As the collision probability of short packet is not low anymore, handshake-based MAC becomes inefficient. Basically, in radio networks short control packets are used to reserve channel for long data packets. This mechanism can help to alleviate collisions because the short control packets have a very low collision probability, and this is the principle and assumption of handshake-based approaches. As shown in Fig. 3, however, this assumption does not hold in real underwater acoustic system, which implies that handshake-based MAC cannot efficiently avoid collisions or achieve a high throughput. Therefore, the low transmission rate and long preamble issues severely impact the performance of both random access-based MAC and handshake-based MAC. In order to better investigate the impact, in next section we will model the collision probability as well as the nodal throughput of a random access-based MAC protocol and a handshake-based MAC protocol respectively.

![Fig. 2. Transmission time with varying packet size](image)

![Fig. 3. Collision probability with varying packet size](image)
III. ANALYSIS AND IMPLICATIONS

In this section, we model the collision probability and nodal throughput of Slotted ALOHA and an RTS/CTS-based MAC, which belong to random access-based MAC and handshake-based MAC, respectively. Then based on the models, we analyze the root reasons which severely impair the performance of these two protocols. For clarity, we first introduce the following network model adopted by the rest parts of this paper.

- As a standard assumption, the traffic rate generated by each sender follows a Poisson process with the same λ parameter and all data packets are of size $L_D$.
- Since this work emphasizes on the analysis of collision probability, for simplicity packet error not caused by collisions is not considered in the model.
- All models are developed in the same network scenario, a fully connected one-hop network with $N$ nodes including $n$ ($n \leq N$) senders.
- Same as [11], [13], [15], all nodes have the same transmission rate $B$ and maximum transmission range $R$. Then, the maximum propagation delay $T_{mp}$ is $R/v_p$, where $v_p$ is the propagation speed.

A. Slotted-ALOHA

In Slotted-ALOHA, time is slotted. At the beginning of each slot, a node transmit a packet if there is any queued. The duration of a slot equals the transmission time of the maximum frame plus $T_{mp}$. In addition, to overcome other possible delays, such as processing delays, a short constant time interval $T_{guard}$, namely, guard time, is added to the slot. In this way, Slotted-ALOHA can ensure that there is no overlapped receptions at the receiver unless packets are transmitted in the same slot, and it can achieve a higher nodal throughput than ALOHA. And that is why we choose Slotted-ALOHA instead of ALOHA as the representative of the random access-based approach.

According to the description, a node can send at most one packet within a slot. Also note that packets arrive following a Poisson process with parameter $\lambda$, so the MAC layer at each node can be modeled as an M/G/1 queue system. In this system, the packet arrival rate is $\lambda$, and the packet processing rate is $1/T_s$, where $T_s$ is the duration of one slot. Note that all packets are of size $L_D$, with which we can obtain packet transmission time $T_D$ via Eq. 1. Then, according to the definition of slot duration, $T_s$ is given as

$$T_s = T_D + T_{mp} + T_{guard} \quad (5)$$

Note that $T_s$ is the expected service time per packet, and thus system utilization factor $\rho$ can be obtained as

$$\rho = \lambda T_s \quad (6)$$

Furthermore, according to [23], the probability $P_{ne}$ that a node’s queue is not empty is

$$P_{ne} = \min\{\rho, 1\} \quad (7)$$

In addition to $P_{ne}$, packet collision is also related to network topology due to spatial-temporal difference. However, according to our experiment experience, in real system, $T_D$ is longer than $T_{mp}$, so we can ignore the impact of network topology and a packet can be correctly received if only one packet is transmitted in a slot without collision. Based on this observation, accordingly, the corresponding probability $P_{succ}$ is

$$P_{succ} = \left(\frac{n}{1}\right) P_{ne} (1 - P_{ne})^{n-1} \quad (8)$$

If more than one packet are sent during the same slot, there would be a collision. Thus, excluding $P_{succ}$ and the probability that no packet is sent in one slot from 1 gives the collision probability $P_c$ as below

$$P_c = 1 - P_{succ} - (1 - P_{ne})^n \quad (9)$$

With $P_{succ}$ we can further get the nodal throughput. On average, these $n$ senders can successfully delivery $P_{succ} L_D$ data in one slot of duration $T_s$, so the nodal throughput $\Lambda$ is

$$\Lambda = \frac{P_{succ} L_D}{n T_s} \quad (10)$$

B. RTS/CTS-based MAC

The RTS/CTS-based MAC, as illustrated in Fig. 4, is actually a simplified version of Slotted-FAMA [10]. Same as Slotted-FAMA, time is slotted and all packets can only be sent at the beginning of a slot such that the impact of long propagation delay can be alleviated. The slot length is set to the sum of the transmission time of the CTS packet, the maximum propagation delay, and the guard time.

As entering the RTS competition phase, each node having queued data packets randomly selects one of $m$ slots in RTS competition phase. When the selected slot arrives, the node sends an RTS which carries the slot number for data packet transmission. If multiple nodes send RTS in the same slot, a conflict among RTS requests occurs and all nodes re-enter the RTS competition phase. This procedure will repeat until one node win the channel competition by solely sending RTS in a slot successfully. Then CTS is replied in the next slot. Subsequently, the sender transmits the data packet during the slots reserved by RTS and CTS, while other nodes keep silent during this period. Recall that packet loss is only caused by collision, so data packet must be delivered correctly. Accordingly, acknowledgement scheme is not adopted for simplicity. After the transmission of data packet, all nodes enter the RTS competition phase again.

According to the description, RTS/CTS-based MAC can be modeled as an M/G/1 queue at each node and the corresponding state transition diagram is shown in Fig. 5.

![Fig. 4. RTS/CTS-based MAC](image)

![Fig. 5. State transition diagram of M/G/1 queue model for RTS/CTS-based MAC](image)
As illustrated in Fig. 5, the arrival rate of data packet is $\lambda$. When senders compete the channel in one RTS competition phase, the conflict of RTS requests occurs with probability $P_c$ while one sender win the competition with probability $1 - P_c$. If conflict happens, time $T_c$ is wasted by this failed channel competition phase. Otherwise, one of the $n$ senders must grasp the channel and continue the remaining interaction with the receiver, and meanwhile other $n - 1$ senders keep silent. We assume $T_t$ is the expected time to grasp the channel in one RTS competition phase and finish the CTS and data packets transmission. Note it is fair for these $n$ senders to grasp the channel. Therefore, given that the channel is grasped, each node grasps the channel and finally deliver a data packet with probability $P_g = \frac{1}{n}$, and then the packet can leave this queue system with probability $1$. Similarly, with probability $1 - P_g$ a sender does not grasp the channel and wastes time $T_t$.

Before going further, we first simplify the state transition diagram by multiplying the probability on the directly connected edges, and get the one in Fig. 6. Based on this state transition diagram, we can calculate the key parameters of the M/G/1 queue system, and then derive the collision probability as well as nodal throughput.

![Fig. 6. Equivalent state transition diagram of M/G/1 queue model for RTS/CTS-based MAC](image)

If $P_{ne}$ is the probability that a node’s data packet queue is not empty, then with probability $P_{ne}$ the corresponding node randomly selects one of $m$ slots to send an RTS packet. Let $A_k$ denote the event that no node selects the first $k - 1$ slots, and its probability is

$$P(A_k) = \prod_{i=1}^{n} P_{ne} \frac{m - (k - 1)}{m} = \left[ P_{ne} \frac{m - (k - 1)}{m} \right]^n$$

(11)

Given that event $A_k$ occurs, the conditional probability of $E_k$, the event that only one node chooses the $k^{th}$ slot, is

$$P(E_k|A_k) = \binom{n}{1} \frac{P_{ne}}{m - (k - 1)} \left( 1 - \frac{P_{ne}}{m - (k - 1)} \right)^{n-1}$$

(12)

Note that a node win the competition in the $k^{th}$ slot if and only if both events $A_k$ and $E_k$ happen, so the probability $P_{g,k}$ that a node wins the channel competition in the $k^{th}$ slot is

$$P_{g,k} = P(E_k|A_k) = P(A_k)P(E_k|A_k)$$

(13)

Consequently, the probability $P_w$ that one node wins the channel competition during any of the $m$ slots is

$$P_w = \sum_{k=1}^{m} P_{g,k}$$

(14)

Then, given there is a winner in one competition, the conditional probability that a node wins the competition during the $k^{th}$ slot is $P_{g,k}$. Thus, given there is a winner in one competition, $n_s$, the expected number of slots taken to win the channel, is

$$n_s = \sum_{k=1}^{m} P_{g,k}$$

(15)

As the channel is grasped, CTS and data packets will be transmitted successively. CTS takes one slot to be transmitted, and the time for transmitting data packet is the least number of slots no less than the data packet transmission time plus the maximum propagation delay. Accordingly, $T_t$ is

$$T_t = n_s T_s + T_s + \left[ \frac{T_D + T_{mp} + T_{guard}}{T_s} \right] T_s$$

(16)

As for $T_c$, it can be evaluated by $P_{f,k}$, the probability that the competition fails in the $k^{th}$ one among the $m$ slots, i.e., both events $A_k$ and $C_k$ occur, where $C_k$ is the event that an RTS collision occurs in the $k^{th}$ slot. Given that $A_k$ happens, the conditional probability of $C_k$ is

$$P(C_k|A_k) = 1 - \sum_{i=0}^{\infty} \binom{n}{i} \left( \frac{P_{ne}}{m - (k - 1)} \right)^i \left( 1 - \frac{P_{ne}}{m - (k - 1)} \right)^{n-i}$$

(17)

Furthermore, $P_{f,k}$ can be obtained as

$$P_{f,k} = P(C_kA_k) = P(A_k)P(C_k|A_k)$$

(18)

Since the collision may occur in any of the $m$ slots, the collision probability $P_c$ in the RTS competition phase is

$$P_c = \sum_{k=1}^{m} P_{f,k}$$

(19)

Subsequently, $T_c$ can be obtained based on $P_c$ and $P_{f,k}$. Concretely, given that a request collision occurs during one of the $m$ slots, the conditional probability that a collision occurs during the $k^{th}$ slot is $P_{f,k}$, and thus $T_c$ is

$$T_c = T_s \sum_{k=1}^{m} \frac{P_{f,k}}{P_c}$$

(20)

Until now we have all the parameters, $T_t$, $T_c$, $P_c$ and $P_g$, in the state transition diagram. Then, based on Fig. 6, it is straightforward to get the entrance vector $\mathbf{p}$, the transition matrix $\mathbf{P}$, and the process rate matrix $\mathbf{M}$ [23] as below.

$$\mathbf{p} = [1 - P_c \hspace{1cm} P_c]$$

$$\mathbf{P} = \begin{bmatrix}
(1 - P_g)(1 - P_c) & (1 - P_g) P_c \\
1 - P_c & P_c
\end{bmatrix}$$

$$\mathbf{M} = \begin{bmatrix}
T_t^{-1} & 0 \\
0 & T_c^{-1}
\end{bmatrix}$$

(21)

Accordingly, the process time matrix $\mathbf{V}$ is

$$\mathbf{V} = [\mathbf{M}(\mathbf{I} - \mathbf{P})]^{-1}$$

$$= \begin{bmatrix}
T_t^{-1} (P_g + P_c - P_g P_c) & T_t^{-1} (P_g - 1) P_c \\
T_c^{-1} (P_c - 1) & T_c^{-1} (1 - P_c)
\end{bmatrix}^{-1}$$

(22)
where $\mathbf{I}$ is a $2 \times 2$ identity matrix. Furthermore, the expected time $T_p$ to deliver one data packet can be obtained as

$$T_p = p \mathbf{VE}'$$  \hspace{1cm} (23)$$

where $\mathbf{e} = [1 \ 1]$. Then, same as the analysis in section III-A, $P_{ne}$ is calculated as

$$P_{ne} = \min\{\rho, 1\} = \min\{\lambda T_p, 1\}$$  \hspace{1cm} (24)$$

By substituting all parameters into Eq. 24, we can get an equation for variable $P_{ne}$. Since the right side of the equation is too complicated, we resort to numerical method (iteration) to solve it. After getting $P_{ne}$, we can calculate $T_p$ via Eq. 23. Finally, note that each sender can correctly deliver $L_D P_{ne}$ bytes data during the $T_p$ period, so the nodal throughput is

$$\Lambda = \frac{L_D P_{ne}}{T_p}$$  \hspace{1cm} (25)$$

### C. Collision Probability Evaluation and Implications

In order to quantitatively show the impact of aforementioned two modem characteristics, we evaluate the collision probabilities of Slotted ALOHA and RTS/CTS-based MAC via the developed models above. Then we discuss their implications for underwater MAC design. Note that throughput is directly determined by collision probability, so the validation of throughput models in section V can also justify the collision probability models.

In the evaluations, there are 4 pairs of sender and receiver, total 8 nodes. The data packet and control packet are of size 400 bytes and 20 bytes, respectively. Then setting packet generation rate $\lambda$ from 0.01 pkt/s to 0.2 pkt/s in step 0.01 pkt/s gives the evaluation results shown in Fig. 7.

From Fig. 7 we can see that the collision probability of Slotted ALOHA with the practical settings is much higher than that with the conventional settings. Particularly, when $\lambda$ exceeds 0.1 pkt/s, the collision probability is almost 1, which is a disaster for a network. That is, the performance of Slotted ALOHA is severely poor with the practical settings. As for RTS/CTS-based MAC, the collision probabilities with both settings finally reach the same upper bound. According to Eq. 11, 18, 19 and 17, essentially, this is because the collision probability $P_c$ is only determined by $m$ when $\lambda$ is high enough such that $P_{ne} = 1$. From Fig. 7, it is also observed that the collision probability when adopting the practical settings immediately reaches the upper bound as $\lambda$ slightly increases, while the other one gradually approaches to the upper bound. This indicates that RTS/CTS-based MAC with the practical settings cannot alleviate the collisions as well as that with the conventional settings.

From the discussions above we can see that both random access and handshake-based MAC cannot achieve a good performance when the long preambles and low transmission rates issues arise. The essential reason is that these two modem characteristics result in significantly long packet transmission time even for a very short packet. Thus the key point of practical MAC design becomes how to effectively avoid collisions for packets with long transmission time. Delightedly, this is right the feature of time sharing-based approach. Basically, in time sharing-based MAC nodes send packets following collision-free schedule such that collisions can be resolved regardless of packet transmission time. In order to explore the capability of time sharing-based MAC, we will design a basic protocol and analyze its performance in the remaining parts of this paper.

### IV. COD-TS: A Time Sharing-based MAC

As discussed in section III-C, time sharing-based MAC has the innate feature to avoid collisions among packets regardless of packet transmission time, and thus it is promising to overcome the challenges posed by long preambles and low transmission rates. In order to explore the capability of time sharing-based MAC, Cluster-based On-Demand Time Sharing MAC (COD-TS) is introduced and analyzed. Different from existing time sharing-based MAC protocols [13]–[15] which calculate schedule off-line based on costly topology information and cannot be on-demand, COD-TS adopts cluster technique to enable local schedule and on-demand feature.

Since in this paper we focus on exploring the capability of time sharing-based MAC, here we first introduce COD-TS for one-hop network, which the analysis of capability is based on. After that, we extend the scheme to multi-hop scenarios. Due to space limitations, we can only provide a brief description.

#### A. Description of COD-TS in One-hop Network

In COD-TS, nodes need to be synchronized such that they can measure the propagation delays to their neighbors. This can be done with existing synchronization algorithms like that in [24] and achieve microsecond accuracy. Then, based on the propagation delays, nodes can map assigned slots to their own timelines using the method in [25] with consideration of spatial-temporal differences. Compared with the propagation delays and transmission delays on the order of seconds, the nodes’ clock drift is insignificant during a relatively long period. Plus, using guard time technique like that in [11], COD-TS can easily tolerate time difference among nodes on the order of milliseconds or even higher. This allows a relatively long interval between re-synchronizations, so the synchronization cost is not high.

In COD-TS, nodes are organized into clusters by running distributed clustering algorithm [26]. As shown in Fig. 8, after that, we extend the scheme to multi-hop scenarios. In each round, cluster head schedules sending slots for its members according to their requests. That is, the duration of this communication round is not fixed but on-demand unless...

![Fig. 7. The impact of real modem characteristics on the collision probability](image-url)
total scheduled packet transmission time exceeds the pre-defined maximum round time \(D_{\text{max}}\), which is to guarantee the fairness among clusters. Note that the slots here may not have equal durations.

![Fig. 8. A communication round for single hop case](image)

Each communication round starts with the new schedule generation, followed by sending notification packets to cluster members. These two kinds of events are arranged by the previous schedule update. And the current schedule update arranges the time slots for data and request packets in this round, the next schedule generation, and the notification packets to members in the next communication round. In Fig. 8, for example, when \(H_A\) updates schedule at time \(t_1\), it assigns slots for all shaded packets followed by next schedule update time \(t_2\) using Algorithm 1. Particularly, the initial schedule also arranges the notification packets to members in the current round. With the notification packet, a cluster member can know when to send the request packet and data packets.

When the scheduled time for a cluster member \(i\) to send request packet arrives, it sends the cluster head a request packet \(P_{r,\text{req}}\{R, P\}_i\), where \(R\) is the set of requested times for the data packets to be sent and \(P\) is the set of propagation delays between node \(i\) and its neighbors. The propagation delays can be evaluated based on the timestamps in the overhead packets from neighbors. Particularly, if a cluster member does not have any data packet to send, it simply skips its request slot.

After collecting the requests from members, cluster head generates new schedule with Algorithm 1 at the arranged schedule update time.

In Algorithm 1, except for the input parameters have been introduced above, \(T_{x, D}\) is the transmission time of the data packet of size \(L_D\). In line 1, \(\text{getDSDur}()\) returns the maximum duration for data sending and the method is described in detail in section IV-B. The outputs \(T_R\), \(T_N\) are the sets of slots for members to send requests and receive notifications respectively. \(T_u\) is the time when cluster head will generate the next new schedule. \(S_1, S_2,..., S_n\) are the sets of time slots indicating when the corresponding member should send data packets. Specifically, when finding an available slot for a packet from the node \(i\) to \(j\), node \(i\)'s cluster head maps and marks node \(i\)'s sending/receiving slots, node \(i\)'s neighbors' receiving slots as well as node \(j\)'s sending/receiving/interference slots on the timeline from node \(i\)'s perspective using the method in [25]. Then the usable slot can be found by locating the first slot which does not overlap with any marked ones.

After obtaining the new schedule, cluster head generates a notification packet \(P_{n,\text{req}}\{S_i, T_{R.i}\}\{1 \leq i \leq N\}\) for each member and sends it out at time \(T_{N.i}\), where \(T_{R.i} \in T_R\) and \(T_{N.i} \in T_N\) are the time for member \(i\) to send request packet to cluster head, and the time for cluster head to send notification packet to member \(i\), respectively. Then, member \(i\) can send data packets and request during the arranged slots. To improve the channel utilization, each cluster member can piggy-back ACKs in the request packet. Then, the cluster head includes the ACKs in the notification packets to the corresponding senders.

### B. Nodal Throughput Model

Because of the spatial-temporal difference, in COD-TS a node may start to send when the intended receiver is sending or receiving. Thus, it is complicated to derive an accurate nodal throughput model for COD-TS. For simplicity, in the model we assume a node cannot send until \(T_{mp}\) time after the current sender accomplishes the transmissions. This assumption will give the lower bound of the nodal throughput.

For clarity, \(D_{p,\text{req}}\), \(D_{p,\text{n, f}}\), and \(D_{p, ds}\) are used to denote the total durations of slots for request, notification, and data sending, respectively. According to section IV-A, \(D_{p,\text{req}}\) and \(D_{p,\text{n, f}}\) are

\[
\begin{align*}
    D_{p,\text{req}} &= (N - 1) (T_{x,\text{req}} + T_{mp} + T_{guard}) \\
    D_{p,\text{n, f}} &= (N - 1) (T_{x,\text{nf}} + T_{mp} + T_{guard})
\end{align*}
\]

where \(T_{x,\text{req}}\) and \(T_{x,\text{nf}}\) are the transmission times of the request packet, and notification packet, respectively. For simplicity, we name them as total control packets, and the corresponding duration \(D_{p,\text{ctrl}}\) for delivering them is

\[
D_{p,\text{ctrl}} = D_{p,\text{req}} + D_{p,\text{n, f}}
\]

If \(D_{p, ds}\) is also known, the duration of one round \(D_R\) is

\[
D_R = D_{p,\text{ctrl}} + D_{p, ds}
\]

Because the cluster head only assigns data sending slots to the cluster members who are senders, there will be \(n\) nodes participating in the data sending phase. Also note that each node tries to request sending times for all queued data packets such that they can send out all packets in this round, so there must be a steady state of \(D_R\) as long as the generated packets do not exceed the channel capacity. In the steady state,
nodes in each round can send out all packets generated in the previous round, i.e., $D_R$ should meet

$$D_{p,ds} = n \lambda D_R T_{tx,D} + n T_{mp} \quad \text{if } n \lambda T_{tx,D} < 1$$  

(29)

Then, combining Eq. 28 and 29 gives the closed-form of $D_R$

$$D_R = \frac{D_{p,ctrl} + n T_{mp}}{1 - n \lambda T_{tx,D}}$$  

(30)

However, when $\lambda$ is high, the channel may be saturated. In such case, the duration of the cluster round is subject to the upper bound $D_{max}$. Considering this constraint gives

$$D_R = \min \left\{ \frac{D_{p,ctrl} + n T_{mp}}{1 - n \lambda T_{tx,D}}, D_{max} \right\}$$  

(31)

Note that $D_{max}$ must be the smaller one when $n \lambda T_{tx,D} \rightarrow 1$ because the result of Eq. 30 approximates to infinity in this case. Then, with Eq. 28 $D_{p,ds}$ is obtained as

$$D_{p,ds} = \min \left\{ \frac{D_{p,ctrl} + n T_{mp}}{1 - n \lambda T_{tx,D}}, D_{max} \right\} - D_{p,ctrl}$$  

(32)

Considering the assumption introduced at the beginning of this section, the assigned sending time slots for each sender contain $T_{mp}$. Excluding this part, the rest time is $D_{ndata}$. Thus, $N_D$, the total number of data packets sent in $D_{p,ds}$, is

$$N_D = \frac{D_{p,ds} - n T_{mp}}{T_{tx,D}}$$  

(33)

Accordingly, the amount of data received during $D_{p,ds}$ is $N_D L_D$, which is also the amount of data delivered during $D_R$. Therefore, the nodal throughput of COD-TS is

$$\Lambda = \frac{N_D L_D}{ND_R} = \left(1 - \frac{n T_{mp} + D_{p,ctrl}}{D_R}\right) \frac{L_D}{N(L_D/B + T_{pre})}$$  

(34)

According to Eq. 34, $\Lambda$ is determined by $D_R$ when $n$, $N$, and $L_D$ are fixed. And the larger $D_R$ is, the more $\Lambda$ is closer to its upper bound $\frac{L_D}{N(L_D/B + T_{pre})}$, which is close to the maximum nodal throughput $B$. Thus, COD-TS is expected to achieve a high throughput.

C. Extending COD-TS to Multi-hop Networks

In order to analyze the capability of time sharing-based MAC, we have introduced how COD-TS works within one cluster. In this part, we will extend COD-TS to multi-hop case.

Essentially, if the schedule can avoid the four types of collisions described in [13], [20], it can guarantee that a member’s packet successfully arrives at the intended receiver. Note that all collisions in ad hoc networks are either caused by one-hop neighbors or hidden terminals. Therefore, in order to eliminate collisions, a cluster head needs to know the latest schedule of the member’s neighbors within two hops when generating schedule. Benefiting from the cluster structure, a cluster head can obtain such information by exchanging up-to-date schedule with its neighboring cluster heads (NCHs). Specifically, if a node is within two hop distance from another node, then their cluster heads are NCHs to each other. In Fig. 9(a), for example, $H_B$ is $H_A$’s NCH, but $H_C$ is not. To allow NCHs to exchange their schedules, a cluster head can increase its transmission power. This is feasible since most existing modems support transmission power adjustment [17], [27], [28]. And then the schedule exchange packets can be sent in the CDMA approach like that described in [29].

Fig. 9(b) shows the schedule exchange among NCHs. For clarity, we call the packet for exchanging schedule among NCHs as schedule exchange packet. In order to avoid schedule update collision, each cluster head cannot generate or notify its new schedule during the schedule update conflict intervals (SUCIs). Specifically, as demonstrated in Fig. 9(b), a cluster head’s SUCI is the interval between the timepoint when its NCH generates new schedule and the timepoint when the corresponding schedule exchange packet arrives at this node. This rule can ensure that there is no schedule update collision while the communication round of each cluster is independent to others. After getting a schedule exchange packet, a cluster head maps and marks all slots on its own timeline, which is used for finding new sending slots as described in IV-A.
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**Fig. 9.** Schedule exchange among neighboring cluster heads

When generating the new schedule, a cluster head has the update-to-date schedule information of all members’ two-hop neighbors, so it can guarantee the new schedule is collision-free. The scheduling algorithm is similar to Algorithm 1, and the only difference is that it avoids the overlap with the SUCIs to find the suitable slots for $T_u$ and schedule exchange packet. Then, cluster members follow the schedule to send packets to neighboring nodes either within or out of the same cluster.

We also introduce id-based schedule initialization to prevent both packet collisions and schedule collisions among the initial schedule exchange packets. Concretely, a cluster head cannot generate its initial schedule or send out the first schedule exchange packet before it receives the schedule exchange packets from all NCHs which possess smaller ids.

In the multi-hop case, a cluster head may receive ACKs to nodes in neighboring clusters. In this case, it simply piggybacks the ACKs in the schedule exchange packet and the corresponding NCH will help to deliver.

D. Impact of Packet Errors on COD-TS

From the description above, we can see that COD-TS is vulnerable if any schedule exchange packet is lost. Although COD-TS can prevent packet collisions, a packet loss can still occur due to poor channel condition. When such a situation arises, the schedule would be messed up and the next schedule exchange packet may not be delivered correctly. This would be a disaster to COD-TS. In order to handle this case, besides of the regular schedule exchange, each cluster head
is required to periodically sends the update-to-date schedule to its NCHs. The period is predefined and much longer than the communication round, so it does not introduce too much overhead and each cluster can avoid schedule collision with the reserved slots for these packets.

With this mechanism, even if a cluster head fails to decode a schedule exchange packet and accordingly causes collisions, the collision-free schedule can be guaranteed again after receiving a periodic schedule exchange packet from the same NCH.

V. PERFORMANCE EVALUATION

In this section, we conduct simulations to validate the nodal throughput models. We also compare the performance of various MAC protocols in multi-hop network scenarios to justify the advantages of time sharing-based MAC. The simulation platform is Aqua-Sim [30], an NS-2 based underwater acoustic network simulator.

In the network scenario for model validation, there are 8 nodes consisting of 4 pairs of sender and receiver within a one-hop network. In the multi-hop network scenario, 80 nodes are uniformly distributed in network of size 6000m×6000m×20m, and each node randomly picks up one neighbor as its receiver. In both scenarios, all nodes are configured with the same transmission range, 1100 meters. Each sender generates data packets of size 400B following a Poisson process with the same λ parameter. In addition, nodes in all evaluated schemes maintain a long queue which never overflows so that it can match the infinity queue assumption of the models. Due to space limitations, only the results of nodal throughput, the most important metric of the low bandwidth featured networks, are presented to quantitatively show the performance.

A. Model Validation

From Fig. 10, we can see that all these three nodal throughput models well coincide with the corresponding simulation results, which justifies the correctness of our models. Since the collision probability directly decides the nodal throughput in Slotted ALOHA and RTS/CTS-based MAC, the validation of the nodal throughput models can also justify the collision probability models.

As for COD-TS, the nodal throughput is smaller than our developed lower bound model when λ is low. This is reasonable because it takes a long time to reach the steady state of the communication round with a small λ. Before reaching the steady state, the communication round is relatively short and therefore the control packets incur significant overhead.

This actually degrades the average measured throughput. With a large λ, more packets can be ready at MAC layer in a short period, and thus the low throughput achieved by the short rounds does not impact the average value too much. Therefore, we can see the measured throughput is exactly lower bounded by the developed model when λ>0.05.

B. Evaluation of Nodal Throughput in Multi-hop Networks

1) Nodal Throughput with Varying λ: We vary λ from 0.01 pkt/s to 0.2 pkt/s of step 0.01 pkt/s to compare the performance of Slotted-ALOHA, Slotted-FAMA and COD-TS. The comparisons are shown in Fig. 11. Note that hidden terminal problem is involved in multi-hop network scenario, so the nodal throughputs of all three solutions are lower than that measured in one-hop network scenario.

![Fig. 11. Nodal throughput with varying λ](image)

As shown in Fig. 11, Slotted-ALOHA achieves the best performance when λ is low. This is because Slotted ALOHA has the lowest overhead. When λ is low, there are fewer collisions and thus most data packets can be delivered. However, Slotted-ALOHA cannot effectively prevent collisions, so the collisions become heavier and accordingly the throughput approaches 0 as λ increases.

As for Slotted-FAMA, its throughput almost remains the same. This is determined by its handshaking scheme. Because of the low transmission rates and long preamble issues, the arrived data packets exceed the processing capability of Slotted-FAMA even though λ is low. At this time, its packet queue is full and the data packets are sent out with a fixed rate.

From Fig. 11, we can see that the throughput of COD-TS is relatively low with a small λ. This is because COD-TS utilizes a series of control packets to enable its scheduling scheme. When λ is low, the communication round is short and thus these control packets, especially the schedule exchange packets, cause significant overhead, which severely reduce the available time for data packets. As λ becomes higher, more data packets can be sent in each round, so the impact of the overhead becomes insignificant. As a result, COD-TS achieves higher throughput and outperforms the other two solutions when λ is larger than 0.05 pkt/s. However, limited by \( D_{max} \) which is introduced to guarantee the fairness among clusters, the throughput of COD-TS finally approaches to a constant.

2) Nodal Throughput with Varying Packet Size \( L_D \): In this set of simulation, \( \lambda = 0.08 \text{ pkt/s} \) and \( L_D \) is increased from 300 B to 800 B of step 100 B. Simulation results in Fig. 12 demonstrate that COD-TS outperforms the other two.

From Fig. 12, we can see the nodal throughput of both COD-TS and Slotted-FAMA rises as \( L_D \) increases. This is because \( T_{pre} \) is fixed. Specifically, the larger \( L_D \) is, the more
data is transmitted in a packet. As a result, more data bytes are delivered in the unit time, and thus the nodal throughput of COD-TS and Slotted-FAMA goes up.

It is observed that the curve of Slotted-FAMA is not smooth. This is caused by its slot mechanism. Since the data packet transmission time is converted to the number of slots, a data packet may require an extra slot for transmission even if $L_D$ is increased by only one byte. Considering one byte more contribution and the extra one slot overhead, the throughput must be lower. Then before requiring another slot, the nodal throughput increases again as $L_D$ is larger. Thus, the shape of the curve of Slotted-FAMA is stair.

As for Slotted-ALOHA, when $L_D$ is larger, the slot duration, which is also the time for transmitting one data packet, becomes longer correspondingly. As a result, more packets are queued, which further increases the probability that multiple nodes send packets in the same slot. Therefore, the nodal throughput decreases as $L_D$ increases.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we first discuss two newly identified acoustic modem characteristics, long preamble and low transmission rates, which severely degrade the performance of existing MAC protocols. In order to show the impact, we develop the collision probability and nodal throughput models for a random access-based MAC and a handshake-based MAC respectively. Based on the models and evaluation results, we believe that a time sharing-based approach can achieve better performance. Toward this end, we propose COD-TS and develop its nodal throughput model. Both analysis and simulation results justify that our time sharing-based MAC is a promising solution toward practical MAC design.

Future Work We will implement COD-TS in real modems (e.g., Aqua-Modem [28]). We plan to conduct a series of field tests (in both lakes and seas) to evaluate and fine-tune the design, shooting for a functioning MAC protocol in the real world.
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