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ABSTRACT: This article presents a methodology for scheduling jobs on identical, parallel machines. Each job is comprised of a small number of operations that must be processed in a specified order. The objective is to minimize the total weighted quadratic tardiness of the schedule, subject to capacity and precedence constraints. The procedure presented here is an efficient near-optimal method based on the Lagrangian relaxation technique and the list-scheduling concept. In addition, the resulting job-interaction information can be used to provide quick answers to "what-if" questions and to reconfigure the schedule to incorporate new jobs and other dynamic changes. This scheduling methodology has been implemented for a work center at Pratt & Whitney as part of its knowledge-based scheduling system. Typical sizes of problems involve 35 to 40 machines and 100 to 200 jobs, each with 3 to 5 operations.

Introduction
The Scheduling Problem

Many productivity problems in the United States are associated with scheduling operations. Finding methodologies that consistently generate "good" schedules, however, has frustrated researchers and practitioners alike. The difficulty is that most scheduling problems belong to the class of NP-hard combinatorial problems, for which the development of efficient optimum-producing polynomial algorithms is unlikely. In view of the increasing complexity of production operations, scheduling problems, even those faced by small- to medium-sized companies, are beyond the reach of most existing mathematical techniques. Therefore, practical schedules are commonly generated by simple heuristic algorithms with questionable performance or expensive computer simulation with questionable validity. The interaction of jobs, as they compete for limited resources, is not visible; dynamic changes in the system (for example, machine breakdown, jobs requiring more time than anticipated, etc.) cannot be easily accommodated; and job completion dates cannot be accurately predicted or controlled. Consequently, jobs often have long lead times, and shops are loaded with excessive work-in-process inventories. Therefore, the resolution of these difficulties can translate into considerable direct and indirect cost savings.

In this article, we consider the non-preemptive scheduling of jobs with due dates on identical, parallel machines. Each job is made up of a small number of operations that must be undertaken in a particular order. The precedence constraints or process plans are restricted to those that can be represented by a simple fork/join type of graph as the one shown in the illustration. In this graph, each operation is represented by a node, and the "forking" represents the case where several operations may be performed simultaneously. The nesting of forks and joins within a fork/join will not be considered here. There may be a "time-out" between successive operations for inspection, heat treatment, paperwork, or other processing that does not require the use of the machines under consideration. The time requirements for processing and time-outs are assumed to be known. Jobs also have different due dates and different levels of importance. The objective is to minimize the total weighted quadratic tardiness of the schedule.

This problem is representative of a bottleneck work center in a job shop, where time-outs represent visits to other nonbottleneck work centers. Recent manufacturing philosophy suggests that bottlenecks implicitly control the flow of jobs in a shop [1]. Thus, an effective and efficient solution to this problem has far-reaching implications.

Research on Relevant Scheduling Problems

A parallel machine-scheduling problem with precedence constraints is studied in [2] and [3]. The objective function considered is the maximum completion time (makespan). This problem is shown to be NP-hard, along with many other scheduling problems with precedence constraints. Therefore, at least partial enumeration of possible solutions is required to determine the best or optimal solution, and solution methodologies are usually costly and inefficient for large problems.

An approach that has proven useful in large industrial settings is the development of heuristics. Heuristics are generally more efficient than analytical approaches (e.g., branch and bound) [4]. Many heuristics are based upon the list-scheduling concept. Jobs are ordered by some criterion and scheduled according to this list on the first available machine. By using makespan as the objective function without precedence constraints, it has been shown that the worst-case performance ratio (i.e., the ratio of a heuristic cost to the optimal cost) for any generic list-scheduling algorithm is \(2 - 1/m\), where \(m\) is the number of machines [5]. When jobs are independent and the longest processing time (LPT) ordering (i.e., jobs arranged in decreasing order of processing times) is used, this bound reduces to \(4/3 - 1/(3m)\) [6]. Tardiness criteria generally complicate the situation [3], and the presence of precedence constraints implies even worse bounds [5].
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In addition, the scheduler generally has no idea about how any particular schedule scores, whether close to the worst case or near to optimal.

Statistical optimization (or simulated annealing) procedures present a new and promising approach to the scheduling problem [7], [8]. In these methods, a nominal schedule or set of schedules is varied in a small and generally random way. A probability, which is determined by the relative change in the schedule cost, is assigned to the result. This probability is then used to determine which schedule or set of schedules becomes the nominal for the next iteration. As in most other optimization methods, there is some degree of enumeration, and the methods are generally slow to converge to the optimum. Similar to most heuristic methods, it is difficult to determine when or if an optimum has been attained. If the algorithm is halted before an optimal schedule is generated, there is no way to measure the quality of the resulting schedule.

It is generally concluded that a gap exists between scheduling theory and practice [4]. Practical methods react to dynamic changes without the ability to reliably produce a good schedule, and theoretical methods produce good schedules without the ability to react to dynamic changes. In a recent effort, we considered the scheduling of single-operation jobs on parallel machines [9], [10]. A demonstrably efficient and near-optimal algorithm based on the Lagrangian relaxation technique was presented. The dual solution provides an execution order for the list-scheduling method. The dual cost is also a lower bound on the performance, indicating near-optimal performance for most of the cases tested (within 1 percent of lower bound). Furthermore, the optimal Lagrange multipliers provide valuable job-interaction information to answer "what-if" questions and to reconfigure the schedule in order to incorporate new jobs and other dynamic changes in the system (e.g., machine breakdowns, jobs requiring more time than anticipated).

By extending our results [9], [10], the scheduling of jobs with precedence constraints on parallel machines is considered in [11]. The problem is solved by imposing an early start time and a due date for each operation in the precedence structure so that operations cannot overlap. The research reported in this article is also based on our previous work [9], [10]. However, it presents an alternative approach, in that operations are restricted only by the precedence structure without artificial early start times and due dates. In addition, the optimal Lagrange multipliers are used to efficiently reconfigure the schedule to accommodate dynamic changes and also to schedule new jobs.

Problem Formulation

An integer programming formulation is a common way to represent a scheduling problem. The discrete-time integer programming formulation developed here follows the model of [9], [10] and has been influenced by the work of [12] in some variable definitions, [13] in some constraint statements, and generally by [14]-[16].

The quantity to be minimized \( J \) is the sum of a weighting \( w \), times the square of the tardiness \( T_i \), of each job where the subscript \( i \) refers to the \( i \)th job:

\[
J = \sum_{i} w_i T_i^2
\]

(1)

Our previous papers [9], [10] used the sum of weighted tardiness \( T_i \) rather than weighted quadratic tardiness used here. For the weighted tardiness function, the incremental penalty of a job does not change as the tardiness increases. Thus, for example, for two jobs with weight 1, both jobs one day late (objective function \( J = 2 \)) is equivalent to one job two days late (\( J = 2 \)). The weighted quadratic tardiness function resolves this ambiguity. Here, two jobs one day late has lower cost (\( J = 2 \)) than the situation of one job being two days late (\( J = 4 \)). This tardiness objective function accounts for the values of jobs, the importance of meeting due dates, and the fact that a job becomes more critical with each time unit after passing its due date. Choosing the weights is a judgmental decision. Note that a job with weight 1 and a days late has the same penalty as a job with weight \( x^2 \) and a one-day lateness.

Each job is decomposed into a series of operations with \( b_j \), defined as the beginning time of the \( j \)th operation of the \( i \)th job (referred to as operation \((i, j)\)). The beginning times \( b_j \) belong to an eligible set \( B_j \), with smallest and largest allowable beginning times determined by the early start time of the job, processing time requirements of operations of job \( i \), and the time horizon. The scheduling problem is to minimize the weighted quadratic tardiness \( J \) subject to the following three constraints: (1) precedence constraints, (2) capacity constraints, and (3) processing time requirements.

The precedence constraints are that the operations must be performed in the order dictated by the process plan graph. The equation is that the completion time \( c_j \) plus the slack time \( s_{ij} \) after operation \((i, j)\) must be less than the beginning times of all operations \( l \), which immediately follow operation \((i, j)\).

\[
c_j + s_{ij} + 1 \leq b_l
\]

(2)

The equation specifying the capacity constraints states that the total number of operations being processed (active) at time \( k \) must be less than or equal to the number of machines \( M_k \) available at time \( k \). The nonnegative integer \( \delta_k \) represents the number of operations of job \( i \) active at time \( k \).

\[
\sum \delta_i \leq M_k
\]

(3)

The equation for the process time requirements \( t_j \) states that the elapsed difference between the beginning time \( b_j \) and the completion time \( c_j \) should be \( t_j \).

\[
c_j - b_j + 1 = t_j
\]

(4)

In the above formulation, the time horizon, the number of jobs, the weights of jobs, precedence structures, processing time requirements, slack times, due dates, and machine availability are assumed to be given. Decision variables are the beginning times of operations \( b_j \). Once beginning times are selected, completion times, number of active operations at a given time, and tardinesses can be easily derived. For example, for the job depicted in part (a) of the illustration with \( b_1 = 2, t_1 = 3, b_2 = 8, t_2 = 2 \), and \( D_i = 8 \), we have \( \delta_1 = \delta_2 = \delta_3 = 1, \delta_4 = \delta_5 = 1, \delta_6 = 1, \delta_7 \leq c_4 = 9 \), and \( T_i = C_i - D_i = 1 \). Note that precedence constraints and processing time requirements relate to individual jobs, and the objective function is also a job-wise additive. Only capacity constraints couple across jobs and make the problem intractable.

Solution Methodology

The Lagrangian Relaxation Approach to the Scheduling Problem

Lagrangian relaxation has often been employed to relax coupling constraints to obtain a set of decomposed subproblems from an original problem [17]. This is clearly desirable if subproblems are easier to solve than the original one. The approach was pioneered by [14], while [15] recognized the potential specifically for scheduling problems. The theoretical aspects for integer programming problems and the corresponding solution methodology were further developed in [18]. Recently, the relaxation procedure has been exploited to obtain solutions for related problems [16], [19], [20].

To decompose the problem according to jobs, we relax the coupling capacity con-
straint (3) by using the nonnegative Lagrange multiplier $\pi_i$ and form the following Lagrangian $R$.

$$R = J + \sum_i \pi_i \left( \sum_a b_{ai} - M_i \right)$$

$$= -\sum_i \pi_i M_i + \sum_i L_i$$ (5)

where

$$L_i = w_i T_i^2 + \sum_{j=1}^N \pi_{ij} \delta_{ij}$$ (6)

This leads to a decomposed subproblem for each job $i$ (given $\{\pi_i\}$), where $L_i$ is to be minimized with respect to the beginning times $\{b_{ij}\}$ subject to precedence constraints (2) and processing time requirements (4) of job $i$. Denoting the minimum of (6) for the particular values of $\{\pi_i\}$ by $L_i^*(\pi)$, the dual problem is then to maximize the function $L$ with respect to $\pi$.

$$L(\pi) = -\sum_i \pi_i M_i + \sum_i L_i^*(\pi)$$ (7)

The above derivation presents a decomposition framework for solving the scheduling problem. As in [9], [10], there are several steps to obtain a near-optimal solution: solving subproblems, solving the dual problem, and constructing a feasible solution. The precedence constraints (2), however, necessitate different solution methodologies for each step. We shall briefly discuss each of them.

Scheduling Individual Jobs

In scheduling job $i$ with a given set of multipliers $\{\pi_{ij}\}$, we note that capacity constraints have been relaxed, while precedence constraints and processing time requirements for the job still hold. If operation $(i, j)$ begins at a machine at time $t_{ij}$, then it ends at time $t_{ij} + c_{ij} = t_{ij} + c_{ij} = 1$. Define $L_i$ as the cost of processing operation $(i, j)$ over the interval $[b_{ij}, c_{ij}]$.

$$L_i = \sum_{a=1}^{c_{ij}} \pi_{ij}$$ (8)

Then (6) can be rewritten as the sum of the weighted quadratic tardiness and the cost of processing the operations of job $i$.

$$L_i = w_i T_i^2 + \sum_{j=1}^N L_{ij}$$ (9)

This problem may be solved by using standard integer programming methods, such as dynamic programming, branch and bound, and Lagrangian relaxation. Because we are only concerned with precedence constraints of the simple fork/join type with small $N$, the minimization of (9) is done by enumeration with a simple bounding step. That is, $L_i$ is computed for each possible value of $\{b_{ij}\}$, and $\{b_{ij}^*\}$ are the ones yielding the lowest value. The discussion of the simple bounding step will be omitted here. The complexity for solving the subproblem is related to the time horizon $K$ and the number of operations of the fork/join precedence graph. Thus, the complexity for a job with three operations is on the order of $K^3$, which is designated $O(K^3)$. As mentioned above, this subproblem could be solved with Lagrangian relaxation, and, in fact, this is the subject of our current investigation.

Solving the Dual Problem

To solve the dual problem of (7), several methods for generating the dual solution $\pi^*$ have been presented recently (see, e.g., [21] for a multiplier adjustment method, [22] for a column generation procedure, and [23] for a subgradient optimization procedure). We adopt the subgradient method used in our previous papers [9], [10]. It was originally presented by [24], further explored by [25], and commonly used to solve this type of problem (see, e.g., [15], [16], and [19]).

In our algorithm, the multiplier $\pi^*$ at iteration $n$ changes according to the step size $\alpha^*$ and the subgradient $g(\pi^*)_i$ of $L$ with respect to $\pi_i$.

$$\pi^{n+1} = \pi^n + \alpha^* g(\pi^n)_i$$ (10)

The $i$th component of the subgradient is given by the $i$th capacity constraint (3) according to (5).

$$g_i(\pi) = \sum_j b_{ij} - M_i$$ (11)

The step size $\alpha^*$ is a function of the difference between the value of $L$ at the $n$th iteration and an estimate $L$ of the optimal value, the inner product of the gradient, and a parameter $\lambda$.

$$\alpha^* = M - L^*/|g(\pi)^*|$$

for $0 < \lambda < 2$ (12)

Using (12) as the step size, this method converges at a geometric rate (order 1) [25]. An adaptive step-sizing mechanism is used here. It is a modified version of that suggested by [22], and it also incorporates features used in [19], with parameters selected based on testing experiences. The subgradient algorithm terminates either when $\alpha^*$ remains small for a fixed number of iterations while $L^*$ is nonincreasing or when a fixed number of iterations has been reached.

Construction of a Feasible Schedule

Because of the discrete decision variables involved and the stopping criterion used, the solution to the dual problem is generally associated with an infeasible schedule, i.e., capacity constraints (3) might be violated for a few time slots. Note that precedence constraints (2) and processing time requirements (4) are always satisfied in view of how the subproblems of (9) are solved. To construct a feasible schedule, a heuristic approach based on the list-scheduling concept is developed as follows. From the dual solution, each operation is uniquely associated with a beginning time, $b_{ij}^*$. A list is created by arranging operations of all jobs in the ascending order of $b_{ij}^*$. The operations are then scheduled on machines according to this list as machines become available, subject to precedence constraints and machine availability for the remaining processing period of the operation.

If the capacity constraint is violated at time $k$, a greedy heuristic determines which new operations should begin at that time slot and which ones are to be delayed by one time unit. In this greedy heuristic, the incremental change in cost if a new operation is delayed by one time unit is calculated. Operations are then assigned to machines in the descending order of the impact (change in cost), subject to machine availability for the remaining processing period of an operation. When all the machines available at that time slot are assigned, the leftover operations are delayed by one time unit. Subsequent operations of those delayed ones are then checked to determine if precedence constraints are violated if they are, those operations are also delayed by one time unit. The process then repeats.

The pseudocode of this heuristic is provided in the Appendix.

Evaluation of the Feasible Solution via the Approximate Duality Gap

Once a feasible schedule is obtained, the corresponding value of the objective function $J$ is an upper bound on the optimal objective $J^*$. The value of the dual function $L^*$, on the other hand, is a lower bound on $J^*$ [17]. The difference between $J^*$ and $L^*$ is known as the duality gap. An upper bound of the duality gap is provided by $J - L^*$, which is a measure of suboptimality of the feasible schedule. To obtain an optimal solution, the branch-and-bound technique can be applied in conjunction with the upper/lower bounds obtained above. However, such a step has exponential computational requirements in the worst case [27]. Furthermore, this step is not justified, as our computational experience shows that the relative approximate duality gap $(J - L^*)/L^*$ is usually very small (less than 1 percent for most tests; see next section).
Test Results

Example 1

In the first example, there are four machines and 11 jobs with a total of 18 operations. Jobs have three different weights (w = 16, 9, 1), and the planning horizon is 30 days (i.e., K = 30, and time unit = day). Note that a job with weight 1 must be at least 4 days late to compete for a machine with a job with weight 16 and 1 day late. Data are shown in Table 1. The due date D is interpreted as the number of days from the current day (time 0). Thus, the due date –2 of job 3 means that the job was due 2 days ago. The smallest arrival time A for all jobs is 1; i.e., we are preparing the schedule for the next day. Also, only the first two machines are available at the outset. The third and fourth machines are available starting on day 2.

The value of the optimal dual solution is 230.5. The primal solution at this point is, as expected, infeasible. Following the heuristic procedure outlined above, a feasible schedule is constructed, as represented by the Gantt chart of Table 2. The value of the feasible schedule is 231.00, a relative difference of 0.217 percent compared to the value of the dual solution. Since all the weights are integers, the tardiness penalty should be an integer number. Therefore, the schedule represented in Table 2 is actually optimal. The cost is composed of tardiness due to job 3 with weight 9 and due date –2, and jobs 5, 8, and 11 all with weight 1. Note that job 3 is started immediately and completed as quickly as possible. The high degree of parallelism in the data models the day shift/night shift situation where M1 and M3 are on day shift and M2 and M4 are on night shift. The time to solve the problem was 4.9 CPU sec on an IBM 3090 mainframe computer with the initial value of x̄ equal to 0 for all k.

Example 2

In the second example, there are 13 machines and 53 jobs: six jobs have weight 16; 14 jobs have weight 9; and 33 jobs have weight 1. These 53 jobs have a total of 100 operations among them, an average of about two operations per job and eight operations per machine. The planning horizon is 50 days with the time unit measured in days.

The value of the dual solution is 3045.00. The feasible schedule has a cost of 3045.00 and is optimal, as well. The optimal schedule is characterized by a total of seven late jobs, where five of them start on day 1. Exact data and the resulting schedule are available upon request. This problem was solved in 7.2 CPU sec on an IBM 3090 with the initial value of x̄ equal to 0 for all k. It can be seen that the algorithm is not only effective but also efficient.

Example 3

For the third example, there are 44 machines and 112 jobs with a total of 210 operations. Due dates are assumed to be poorly selected, so that most of the jobs are now past due. There are five weights: two jobs have weight 16; 19 jobs have weight 9; three jobs have weight 4; 84 jobs have weight 1; and four jobs have weight 0.5. The planning horizon extends 247 days, almost a year of working days (excluding weekends and holidays).

Table 1 Data for Example 1

<table>
<thead>
<tr>
<th>Job i</th>
<th>w_i</th>
<th>A_i</th>
<th>D_i</th>
<th>Op. j</th>
<th>t_ij</th>
<th>t_j</th>
<th>s_ij</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>1</td>
<td>-2</td>
<td>1</td>
<td>2, 3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>1</td>
<td>13</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>16</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>16</td>
<td>1</td>
<td>13</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>15</td>
<td>1</td>
<td>3, 4</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>1</td>
<td>23</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>9</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

*The set t_ij consists of all operations immediately following operation (i, j).

Table 2 Gantt Chart for Example 1

<table>
<thead>
<tr>
<th>Time</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>8</td>
<td>2</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>M2</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>2</td>
<td>6</td>
<td>2</td>
<td>8</td>
<td>1</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>M3</td>
<td>N/A</td>
<td>10</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>1*</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>M4</td>
<td>N/A</td>
<td>10</td>
<td>2</td>
<td>3</td>
<td>3*</td>
<td>1</td>
<td>11</td>
<td>1</td>
<td>7</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>9</td>
<td>2</td>
<td>9</td>
<td>2</td>
<td>8</td>
<td>3</td>
<td>8</td>
<td>3</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>M2</td>
<td>9</td>
<td>1</td>
<td>9</td>
<td>1</td>
<td>8</td>
<td>4</td>
<td>8</td>
<td>4</td>
<td>8</td>
<td>4*</td>
</tr>
<tr>
<td>M3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Late job.
The lower bound on the optimal schedule is $1.018,130.8$, while the feasible schedule obtains a cost equal to $1.018,432.5$, a difference of 0.03 percent. Almost all the jobs are late, most of them more than 20 days late. Exact data and the resulting schedule are available upon request. The schedule was obtained in 17.0 CPU sec on an IBM 3090 mainframe with the initial value of $\pi_t$ equal to 0 for all $t$.

**What-If Studies and Schedule Reconconfiguration**

*Job-Interaction Parameters*

For convex programming problems, it is known that an optimized Lagrange multiplier is the sensitivity of the cost function with respect to the level of the corresponding constraint [17]. That is, suppose that $M_t$ and $b_t$ are continuous variables instead of integers. Then $\pi_t^*$ is the sensitivity of the optimal cost $J^*$ with respect to the level of the constrained resource $M_t$, as represented by the derivative of $J^*$ with respect to the resource level at time $t$:

$$\pi_t^* = -\frac{dJ^*}{dM_t}$$  \hspace{1cm} (13)

For our problem, machines are available in discrete units, and beginning times are also discrete variables. As a result, the derivative defined above does not exist, and $\pi_t^*$ is only an estimate of the sensitivity of $J^*$ with respect to $M_t$:

$$\pi_t^* = -\frac{\Delta J^*}{\Delta M_t}$$  \hspace{1cm} (14)

Another well-established property of the optimized Lagrange multiplier $\pi_t^*$ is that it is the "price" of using a machine at time $t$, the so-called "shadow price" in economic terminology. Therefore, the cost of using a machine can be viewed as the sum of the penalty for missing the due date and the cost of using a machine. The cost of using a machine at time $k$ is higher if many jobs compete for machines at that time to meet their respective due dates. Consequently, the optimized Lagrange multipliers are also a measure of the competition among jobs for machines. For this reason, we have referred to the optimized Lagrange multipliers as "job-interaction variables."

The above properties of Lagrange multipliers have been exploited in [10] for single-operation jobs to measure the impact of a wide variety of dynamic changes, which may occur within the time horizon. These ideas will be extended here to estimate the effect of longer processing time and adding a new operation to an existing job. Since the evaluation of these estimates takes much less time than rerunning the algorithm, a scheduler can quickly determine the relative impact of a number of changes without actually reconfiguring the schedule. This exploration of options has been referred to as a "what-if" study. The scheduler can then implement any desirable changes (including the addition of new jobs and deletion of completed jobs) via reconfiguration of the existing schedule. Since changes in jobs and machines are usually "small" compared to the total amount of jobs and machines under consideration, Lagrange multipliers can be easily updated. Reconstruction can, therefore, be efficiently done on a daily basis to incorporate new and/or completed jobs and to accommodate other dynamic changes in the system.

**Effect of Longer Processing Times**

Suppose operation $(i, j)$ requires 1 day longer than originally anticipated. This is equivalent to the situation where a machine becomes unavailable or breaks down at time $t_{ij} + 1$. In addition to machine unavailability, subsequent operations of job $i$ may have to be delayed by 1 day and the job tardiness penalty might be increased. Denoting by $\hat{T}_i$ the estimated new tardiness, an estimate of the change is given by adding the increased tardiness penalty together with a sum of Lagrange multipliers (or prices for machine usage) at times associated with violated precedence constraints (represented below by $l$):

$$\hat{J} = J + \sum_{i} \left( \pi_i^* (\hat{T}_i - T_i) + \pi_{i+1}^* \right) + \sum_{l} (\pi_{l+1}^* - \pi_{l}^*)$$  \hspace{1cm} (15)

The expression in (15) can be easily extended to the general case where $(i, j)$ requires many more days than originally anticipated. Clearly, the estimate $\hat{J}$ can be obtained almost instantaneously. The schedule can also be efficiently and effectively reconfigured after multipliers are updated. Similar analysis holds for the case where an operation finishes earlier than anticipated.

**Example 4: Changes in Processing Times**

Suppose, in Example 2, an operation of a job with weight 9 requires three less days to process, a change from 5 to 2 days. The estimated change in cost is 2585.55, a 15.09 percent decrease from the current schedule calculated in almost zero CPU time. Multipliers are then updated, and the resulting schedule has a cost of 2586 obtained in 10.2 CPU sec. Now suppose a job with weight 16 requires two more days to process, from 1 day to 3 days. All other things are the same as in Example 2. The estimated new cost is 3493.22, a 14.72 percent increase and acquired in almost no CPU time. This compares favorably with the cost of 3493 after reconfiguration, obtained in 9.3 CPU sec.

**Effect of Scheduling a New Operation of an Existing Job**

Suppose we add a new operation $(i, q)$ between an existing pair of consecutive operations $(i, p)$ and $(i, r)$ of job $i$. For simplicity, we assume that operation $(i, q)$ has processing time $t_{iq} = 1$ and time-out $s_{iq} = 0$. Inserting operation $(i, q)$ into the schedule will delay the completion time of job $i$ and other existing jobs. If operation $(i, q)$ is scheduled before the $s_i$ time-out, this problem reduces to that discussed above with $c_i + 1$ subscript of (15) replaced by $c_i + 1$. If operation $(i, q)$ is to be scheduled after the $s_i$ time-out, the expression (15) is also valid with $c_i + 1$ replaced by $c_i + 1$. Again, the extension to longer operations and with time-outs is straightforward and shall be omitted here. The schedule can also be reconfigured after multipliers are updated.

**Example 5: Scheduling a New Operation of an Existing Job**

Again, using the data from Example 2, a new operation is inserted into a job directly after another operation with the following characteristics: Job due date is 1 day from the current day, job weight is 9, and the new processing time is 3 days with no additional slack time. By extending (15), the estimated new cost is 3668.37, a 20.47 percent increase from the original schedule. The reconfigured cost is 3666, obtained in 11.0 CPU sec, with the lower bound being 3662.83.

**Scheduling New Jobs**

Most scheduling situations are not static; not only are processing times and process plans changed, but existing jobs are completed and new jobs arrive. For some scheduling methodologies—e.g., branch and bound—the schedule has to be regeneratated from scratch to accommodate completed jobs, new jobs, or any other dynamic changes. For our method, completed jobs and new jobs are handled by rerunning the subgradient algorithm. Since the total number of jobs and their overall characteristics generally do not change much from one day to another, one day's multipliers can be easily updated to provide a near-optimal schedule for the next day, allowing more efficient regeneration of the schedule.
Example 6: Scheduling New Jobs

We use the data of Example 3 to demonstrate the advantage of retaining multiplier values in daily scheduling operations. Recall that the schedule of Example 3 was obtained in 17.0 CPU sec with \( x_1 \) initialized to 0 for all \( k \). Suppose the next day (day 1), six jobs are completed and five jobs arrive, resulting in a total of 111 jobs and 202 operations. Using the multipliers obtained in Example 3, we obtain a solution with \( (J - L^*)/L^* \) equal to 0.07 percent in 7.1 CPU sec. Starting with zero multipliers, the solution is obtained in 10 sec. Longer CPU times have been observed if one starts with zero multipliers for other test data.

Now suppose the following day (day 2), seven jobs are completed and five more jobs arrive, resulting in a total of 109 jobs with 198 operations. Again, a solution is obtained with \( (J - L^*)/L^* \) equal to 0.08 percent in 5.0 CPU sec when we start with day 1’s multipliers. This is in contrast to the 11.4 CPU sec required if one starts with zero multipliers.

Conclusions

This article presents a methodology for scheduling jobs with simple precedence constraints and due dates on identical parallel machines. Time-outs for visits to other machines or offices are also considered. The special integer programming formulation of the problem facilitates the application of the Lagrangian relaxation technique. Decomposition of the dual problem serves to simplify the solution at the low level. The high-level problem is then solved via a subgradient method. A heuristic using the list-scheduling concept is developed to construct a feasible solution based on the dual results. The complexity of the solution methodology is related to the number of operations in the precedence structure. For most of the problems tested, results are within 1 percent of the lower bounds and obtained within practical amounts of CPU time. More importantly, the interaction of jobs as they compete for limited resources becomes visible. By using the job-interaction information, the method can provide quick answers to what-if questions, allowing reconfiguration of an existing schedule when changes occur, and also accommodate new jobs.

This problem is grounded in the synchronous manufacturing philosophy, where bottlenecks are deemed to control the flow of jobs through a shop. The methodology is amenable to large-scale problems and is oriented toward a dynamic view of the manufacturing environment. Furthermore, the what-if feature is designed to help schedulers choose among the options that are under their control. These capabilities have significant value to Pratt & Whitney engineers in their scheduling operations. We believe that this approach will have further impact when extended to a more general production setting.

Appendix: Pseudocode of the Heuristic Procedure

Define \( S_j \) as a sequence of \( P = \sum_j N_j - j + 1 \) operations \([i_1], j_1, [i_2], j_2, \ldots, [i_P], j_P\), where the first subscript designates the job of which the operation is a part and, thus, may not be unique. Associated with this set of \( P \) operations is a set of \( P \) beginning times \([b[i_1], j_1]\), ordered from the smallest to the largest so that \( b[i_1], j_1 \leq b[i_1], j_1 + 1 \) for \( l = 1, 2, \ldots, P \). If \( b[i_1], j_1 < b[i_1], j_1 + 1 \), then \( f(l) > f(l + 1) \) where \( f(l) \) is the incremental change in the cost function, defined as the change in tardiness penalty when the operation is scheduled one day later.

\[
f(l) = w_l[T_l + 1]^2 - T_l^2\quad (A1)
\]

In addition, define \( j \) as the operation index and \( n \) as a time-index tracking machine availability. Let \( k \) represent a time index that allows an operation to start between \( n \) and its scheduled beginning time if the precedence constraints are not violated. Let \( E \) be the set of jobs that cannot be scheduled between time \( n \) and their respective beginning times \( b[i_1], j_1 \). Given the sequence \( S_j \) and \( M\{j\} \), the greedy heuristic algorithm works as follows:

Step 6: [Update Sequence \( S_j \)] Set \( S_j = S_j \cup E \) for any unscheduled operations, if \( b[i_1], j_1 < k \). Reset \( b[i_1], j_1 = k \), check all subsequent operations of \( j \) and reset those beginning times that violate precedence constraints; reform sequence \( S_j \) and go to Step 1.

Step 7: [Stopping Criterion] Set \( j = j + 1 \); if \( j > \sum_j N_j \), stop; otherwise go back to Step 2.
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