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Abstract—As emerging sensor networks are normally deployed in the field and thus vulnerable to many types of attacks, it is critical to implement cryptographic algorithms in sensor nodes to provide security services. Public-key algorithms, such as RSA and Elliptic Curve Cryptography (ECC), have been widely used for security purposes like digital signature and authentication. In resource-constrained sensor networks, ECC is more suitable than other public-key algorithms based on large integer fields because it provides similar security strength with shorter keys and thus is more computation-efficient. However, even ECC is slow on many sensor nodes. In underwater sensor networks (UWSNs), sensor nodes communicate with each other through acoustic channels. Because more complicated algorithms are needed to encode and decode acoustic signals transmitted through the noisy underwater channels, many acoustic modems include a DSP to meet the performance requirement of underwater communications. In this paper, we study the implementation of ECC on DSPs. We optimize the SECG elliptic curves secp160r1 and secp224r1 on a TMS320C6416 DSP board from Texas Instruments. In our implementation, it takes 0.81 ms to compute a random scalar point multiplication for secp160r1, an order of magnitude faster than the communication algorithm decoding a data block. Therefore, we believe that it is feasible to adopt ECC in UWSNs.

1. Introduction

Sensor networks have been envisioned as powerful solutions for many applications, such as monitoring, surveillance, measurement, control and health care, etc. [31], [39], [36], [25]. Recently, deploying sensor networks in aquatic environments has received growing interests [1], [48], [13], [8], [20], [30], [35]. Underwater sensor networks (UWSNs) consist of many sensor nodes deployed in water, where they sense the activities of interest and transmit data back to control center when needed.

Because of unique characteristics of underwater environments, UWSNs differ significantly from land-based sensor networks. One major difference is the communication method. Since electromagnetic waves cannot propagate over a long distance in water, UWSNs must rely on acoustic channels to communicate. Acoustic channels have large propagation delays because the speed of sound in water is about $1.5 \times 10^3 \text{ m/s}$, five orders of magnitude lower than the speed of radio in air $(3 \times 10^8 \text{ m/s})$. The bandwidth of underwater acoustic channels is also limited [22], [43], [5], [6]. Moreover, underwater acoustic channels are affected by many factors such as path loss, noise, multipath, and Doppler spread, which all cause high error probability in acoustic channels. Because of these difficulties, reliable and high-date-rate acoustic communications are more computation-intensive than in-air radio communications [37].

Recently multcarrier modulation in the form of orthogonal frequency division multiplexing (OFDM) has been adopted in underwater environments successfully to provide higher data rates [42], [21], [27], [29], [28], [26]. The complexity of OFDM algorithms for underwater environments requires a lot of computational power. DSPs, designed for digital signal processing, support commonly-used signal processing operations, such as convolution, dot product, and FFT, efficiently at low cost. Compared to customized circuit, DSP-based systems are also easier to upgrade when advanced algorithms are available. Therefore, DSPs have already been adopted in existing acoustic modems like the Micro Modem [16]. Many prototypes of OFDM acoustic modem are also based on DSP, e.g., our design in [50]. It can be expected that DSPs will be indispensable in many underwater communication modules.

Since underwater sensor nodes are deployed in public environments and communicate through wireless channels, they are vulnerable to various attacks which could eavesdrop the communications, alter transmitted data, or
attach unauthorized nodes to the network. To protect sensor networks from these attacks, it is desirable to provide security services at the sensor nodes, in addition to the conventional tasks of sensing, computation, and communications.

Public-key cryptosystems, such as RSA and Elliptic Curve Cryptography (ECC), have been widely used for security purposes such as digital signature and authentication. However, public-key algorithms are more computation-intensive than other types of crypto algorithms like symmetric-key algorithms and hash functions. Especially, they are slow on resource-constrained sensor nodes. Since public-key algorithms have many unique advantages, a lot of work has been done on the optimization of public-key algorithms on low-end processors, e.g., [18], trying to make public-key algorithms feasible on land-based sensor nodes.

Among public-key algorithms, ECC algorithms are considered as better candidates to be adopted in sensor networks because they require shorter key sizes than other large integer-based algorithms to achieve the same security strength and thus they have better computational efficiency. Considering the presence of DSP in underwater sensor nodes for communication signal processing, we propose to utilize DSP for security services as well and investigate performance of ECC on DSP. Although the DSP implementation of ECC is not the fastest nor the most power-efficient, it provides a cost-effective solution for many DSP-based systems without changing existing designs.

In this paper, we implemented and optimized the secp160r1 elliptic curve standardized by SECG [7] on a TMS320C6416 DSP board from Texas Instruments [45]. To precisely control the computational resources on C6416, we use assembly code for all the performance-critical operations including finite field addition, subtraction, multiplication, and modular reduction. Our experiments show that it takes 0.81ms to perform a random point multiplication, while it takes 4.7µs and 4.5µs to perform point addition and doubling, respectively. Our optimized implementation is an order of magnitude faster than the C implementation. The results indicate that it is feasible to adopt ECC algorithms in UWSNs if sensor nodes are equipped with a DSP.

The rest of the paper is organized as follows. Section 2 gives the related work in ECC implementation. The ECC algorithms are briefly reviewed in Section 3. We describe our ECC implementation in Section 4 and present the performance evaluations in Section 5. Finally, Section 6 concludes the paper.

2. Related Work

There exists some implementation work of public-key cryptosystems on various low-end processors and land-based sensor nodes. Gura et al. [18] implemented both ECC and RSA on 8-bit CPUs. They used two target CPUs for the implementation: Atmega128 at 8 MHz and Chipcon CC1010 at 14.7456 MHz. On Atmega128, they achieved the performance of 0.81s for 160-bit ECC point multiplication. The elliptic curves used in their implementation were NIST/SECG curves over \(GF(p)\). Wang et al. [47] implemented ECC on Berkeley Motes, MICAz and TelosB. MICAz motes use Atmega128 and TelosB motes use MSP430, a 16-bit processor running at 8 MHz. Their implementation, having been adopted in many research groups, takes 1.35s and 1.60s to perform a random point multiplication on MICAz and TelosB platforms, respectively.

On DSPs, fast public-key cryptography implementations have also been studied [2], [4], [14]. These studies focused on the implementation of RSA, leaving ECC poorly addressed.

Recently, researchers have explored the techniques to accelerate cryptography algorithms using Graphic Processing Units (GPU) [12], [19], [32], [38], [44]. In [44], authors achieved the throughput of 1412 point multiplications per second for NIST 224-bit elliptic curve.

Our work aims to examine the feasibility and performance of ECC algorithms on DSPs, so as to possibly embed public-key security services in the DSP-based underwater sensor nodes.

3. Elliptic Curve Cryptography

In this section, we give some background on ECC algorithms. The elliptic curves used in cryptography can be defined on either a prime field \(GF(p)\) or a finite field of characteristic two \(GF(2^m)\), which is also called a binary field. Elliptic curves on binary field are more recognized in hardware implementations since the binary field operations can be implemented more efficiently with hardware. Due to the lack of support for binary field operations, especially binary field multiplications, in most commercially available processors, elliptic curves defined on prime field are more widely adopted in software implementations. In this paper, we will focus on ECC defined on prime field.

3.1. Elliptic Curves on Finite Field \(GF(p)\)

When defined on a prime field \(GF(p)\), an elliptic curve can be represented as

\[
Y^2 = X^3 + a \cdot X + b
\]
where $a$ and $b$ are constants in $GF(p)$ and $p$ is a prime greater than three. All the points on an elliptic curve together with a special point $O$ that is defined as the identity element form the set $E(GF(p))$. For any point $P = (x, y) \in E$, we have

$$P + O = O + P = P, \ P + (-P) = O$$  \hspace{1cm} (2)

where $-P = (x, -y)$. The addition of two points $P_1 = (x_1, y_1)$ and $P_2 = (x_2, y_2)$, defined as $P_3 = (x_3, y_3) = P_1 + P_2$, can be computed as follows.

If $P_1 \neq P_2$,

$$x_3 = \lambda^2 - x_1 - x_2, \ y_3 = (x_1 - x_3)\lambda - x_3 - y_1,$$

where $\lambda = \frac{y_2 - y_1}{x_2 - x_1}$.

If $P_1 = P_2$,

$$x_3 = \lambda^2 - 2x_1, \ y_3 = (x_1 - x_3)\lambda - x_3 - y_1,$$

where $\lambda = \frac{3x_1^2 + a}{2y_1}$.

The scalar point multiplication $Q = k \cdot P$, where $k$ is an integer and $P$ is a point, is defined as additions of $k$ copies of $P$.

$$Q = k \cdot P = \underbrace{P + \cdots + P}_{k}.$$  \hspace{1cm} (5)

The security strength of ECC lies in the fact that given the curve, the points $P$ and $Q = k \cdot P$, it is hard to recover $k$. This is also called the Elliptic Curve Discrete Logarithm Problem (ECDLP). Currently, there is no known sub-exponential algorithm that solves ECDLP.

Several security protocols have their elliptic curve analogues. For example, the Elliptic Curve Digital Signature Algorithm (ECDSA) proposed in [46] is the elliptic curve version of DSA. The most time-consuming operation in ECDSA is scalar point multiplication, which is performed once when signing a message and twice when verifying a signature.

### 3.2. Scalar Point Multiplication Algorithms

Many methods have been proposed for exponentiation in a multiplicative group [17], [23], [33]. They can also be extended to scalar point multiplication on elliptic curves. In this section, we describe several algorithms that can perform the scalar point multiplication.

An $m$-bit large integer $k$ can be represented in binary format as $k = (k_{m-1}, \ldots, k_i, \ldots, k_0)$, where $k_i \in \{0, 1\}$. Based on the binary format of $k$, the point multiplication $k \cdot P$ can be computed using Algorithm 1.

In Algorithm 1, the binary method scans the scalar one bit at a time, from the most significant bit. It requires $m$ point doublings and $w_k - 1$ point additions, where $w_k$ is the number of 1’s in the binary representation of integer $k$.

Several generalizations of the binary method, such as the $n$-ary method, sliding-window method, etc. [24], [3], process a block of bits a time, instead of just one bit. Pre-computations are required in these methods. Compared to the binary method, these methods improve the performance by leveraging pre-computed values and reducing the number of point additions. The number of point doublings, however, remains the same as in the basic binary method.

### 4. Implementation

We implemented the scalar point multiplication for elliptic curves secp160r1 and secp224r1 standardized by SECG [7]. Since the optimizations for both elliptic curves are similar, we will take the secp160r1 as the example to show how ECC is implemented.

The target platform we chose for our implementation is the TMS320C6416 fixed-point DSP from Texas Instruments. The C6416 DSP operates at 1 GHz clock rate and provides 1024 KB on-chip L2 cache which can also be configured as SRAM. It has two register files A and B with 32 32-bit general-purpose registers on each side. So the total number of registers is 64. The C6416 DSP core adopts VelociTI.2, the advanced Very-Long-Instruction-Word (VLIW) technology. There are eight independent functional units, including six ALUs and two multipliers. Each of the ALUs supports single 32-bit, dual 16-bit, or quad 8-bit arithmetic per clock cycle. Two multipliers support two 16x16-bit multiplications (32-bit results) per clock cycle. Hence, the C6416T could execute up to eight instructions in one clock cycle.

Our optimizations utilize two architectural features available on C6416: 1) large number of registers in the

---

**Algorithm 1** Binary method for scalar point multiplication

**Require:** An integer $k = (k_{m-1}, \ldots, k_0)$ in binary format, where $k_i \in \{0, 1\}$, and $k_{m-1} = 1$. A point $P = (x, y)$ on elliptic curve $E(GF(p))$.

**Ensure:** The point $Q = k \cdot P$ on the same curve.

1: $Q \leftarrow P$
2: for $i = m - 2$ to 0 do
3:   $Q \leftarrow 2Q$ \hspace{1cm} ➔ Point doubling
4:   if $k_i = 1$ then
5:     $Q \leftarrow Q + P$ \hspace{1cm} ➔ Point addition
6: end if
7: end for
8: return $Q$
register files and 2) eight functional units that can be occupied in parallel. To fully utilize the functional units, the use of two register files needs to be balanced. Software pipelining is also employed to improve the performance of time-consuming kernel loops. We try to start the iterations of a loop as early as possible and execute multiple iterations in parallel. In order to precisely control the computational resources on C6416, all the performance-critical operations, including modular addition, subtraction, multiplication and reduction, are implemented and hand-tuned in assembly code.

We next elaborate on the detailed implementation of each type of operation. We first discuss basic integer operations used in point addition and doublings: addition and subtraction, multiplication, and modular reduction. Then we discuss projective coordinates, which are used in our implementation to handle complexity of integer inversion. At the end, we discuss how scalar point multiplication is performed with point addition and doubling.

4.1. Addition and Subtraction

Prime field addition and subtraction of two integers \( a \) and \( b \) can be computed by first applying normal integer addition and subtraction, then reducing the results to \( GF(p) \). Given that both \( a \) and \( b \) are in \( GF(p) \), the result of addition \( c = a + b \) can be reduced to \( GF(p) \) by subtracting \( p \) from \( c \) if \( c \geq p \). Similarly, the result of subtraction \( c = a - b \) can be reduced to \( GF(p) \) by adding \( p \) to \( c \) if \( c < 0 \). In our implementation, a large integer is stored in 32-bit words. For example, a 160-bit integer \( k = (k_{159}, \ldots, k_0) \) will be stored in five 32-bit words \( (w_4, w_3, w_2, w_1, w_0) \) with word \( w_0 \) holding the least significant 32 bits \( (k_{31}, \ldots, k_0) \) of \( k \). In this format, addition and subtraction of large integers will be computed by applying single-word addition and subtraction and propagating the carry to higher order words accordingly. Since C6416 does not provide carry flag nor addition-with-carry instructions, we use a register pair to store the intermediate result of single-word addition or subtraction. Eventually, the carry will be propagated to higher order words.

4.2. Multiplication

The multiplication of two \( n \)-word integers will generate a \( 2n \)-word result. For multiplication in prime field \( GF(p) \), the result needs to be reduced regarding to the prime \( p \). The most straightforward algorithm for multiplication is the paper-and-pencil method. The paper-and-pencil method multiplying two integers \( a \) and \( b \) can be performed in row-wise or column-wise fashion. In the row-wise fashion, operand \( a \) is multiplied by one word from operand \( b \) once a time to produce an intermediate product of \( n + 1 \) words, and the intermediate product is left shifted several words according to the position of the word from \( b \). Finally, the intermediate products are accumulated to get the result of the multiplication. While in a column-wise fashion, one column of the final result is computed each time. Although the same \( n^2 \) single word multiplications are required in both methods, row-wise multiplication requires fewer memory access but more working registers than column-wise multiplication.

In [18], a hybrid multiplication is proposed to balance the overhead of memory access and the number of working registers. It works by combining the row-wise and column-wise multiplications hierarchically. The hybrid multiplication divides each \( n \)-word operand into groups of \( d \) words. It performs column-wise multiplications for all the groups at the higher level and row-wise multiplications between any two groups at the lower level. When \( d = n \), the hybrid multiplication becomes row-wise multiplication. When \( d = 1 \), it is the same as column-wise multiplication.

We implemented both row-wise and hybrid multiplications. For the multiplication of two \( n \)-word integers, \( n^2 \) 32x32-bit integer multiplications are required for both methods. However, only 16x16-bit unsigned integer multiplication instructions are supported on C6416, which generate 32-bit results to destination registers. In our implementation, a 32x32-bit multiplication (with 64-bit result) is computed by four 16x16-bit multiplication instructions. As a result, totally \( 4n^2 \) 16x16-bit multiplications are required to compute the multiplication of two \( n \)-word integers. Algorithm 2 shows the multi-precision multiplication using 16-bit multiplier. Here, the \texttt{mpyu} and \texttt{mpyu} instructions perform unsigned multiplications on lower half words (16-bit) and higher half words, respectively. The instruction \texttt{mpyhl(a, b)} performs unsigned multiplication on the higher half word of \( a \) and the lower half word of \( b \), and \texttt{mpyhl(b, a)} is equivalent to \texttt{mpyhl(b, a)}. It should be noted that the squaring of an integer is faster than the general multiplication of two integers, since only \( (2n^2+1)/2 \) single-word multiplications rather than \( n^2 \) are required.

For row-wise multiplication, because a large number of general-purpose registers are available on C6416, we loaded the operand \( a \) into a register file only once at the beginning and kept it for all the following computations. In order to take full advantage of the computational resources on C6416, we rearranged data to two separate sides for register file \( A \) and \( B \), and tried to balance the operations on both sides and maximize the number of instructions that can be executed simultaneously. The data dependency graph of the inner loop in the multiplication.
Algorithm 2 Multi-precision multiplication using 16-bit multiplier

Require: \( a = (a_{n-1}, \cdots, a_0) \) and \( b = (b_{n-1}, \cdots, b_0) \) are two \( n \)-word integers.

Ensure: \( z = (z_{2n-1}, \cdots, z_0) \) is a \( 2n \)-word integer, s.t. \( z = a \cdot b \).

1: for \( j = 0 \) to \( n - 1 \) do
2:    \( (c_1, \text{tmp}2) \leftarrow \text{mpylh}(a_0, b_j) + \text{mpylh}(a_1, b_j) \)
3:    \( (c_2, z_j) \leftarrow y_0 + (\text{tmp}2 << 16) + \text{mpyu}(a_0, b_j) \)
4:    \( c_2 \leftarrow c_2 + \text{mpyu}(a_i, b_j) \)
5:    \( \text{tmp}1 \leftarrow \text{tmp}2 \)
6:    \( \text{for } i = 1 \) to \( n - 1 \) do
7:       \( (c_1, \text{tmp}2) \leftarrow \text{mpylh}(a_i, b_j) + \text{mpylh}(a_i, b_j) + c_1 \)
8:       \( \text{mid} \leftarrow \text{or} \left( \text{tmp}2 << 16, \text{tmp}1 >> 16 \right) \)
9:       \( (c_2, y_{i-1}) \leftarrow y_i + \text{mid} + c_2 + \text{mpyu}(a_i, b_j) \)
10:      \( c_2 \leftarrow c_2 + \text{mpyu}(a_i, b_j) \)
11:      \( \text{tmp}1 \leftarrow \text{tmp}2 \)
12: end for
13: \( y_{n-1} \leftarrow c_2 \)
14: end for
15: \((z_{2n-1}, z_{2n-2}, \cdots, z_0) \leftarrow (y_{n-1}, \cdots, y_0)\)
16: return \( z \)

Algorithm is shown in Figure 1, where data is put in nodes, and both the instruction and the corresponding functional unit are labeled on each edge in the figure. Extra memory access instructions, load and store, are eliminated by holding the multiplicand \( a \) and the intermediate product \( y \) in registers. Since the value \( y_i \) is used to compute \( y_{i-1} \), there is no loop carry on \( y \). The figure shows that two instructions \texttt{mpyu} and \texttt{mpylh} use the same functional unit \texttt{M1} on side A, hence it requires at least two cycles to execute them. With the data flow dependency, it takes four more cycles to compute the value \texttt{mid} (on B side) and extra two cycles to generate \( y_{i-1} \) (on A side). As a result, the minimal iteration interval for the inner loop is 8 cycles in this case.

Our experiments show that it takes 0.15\( \mu \)s and 0.32\( \mu \)s to perform the row-wise and hybrid multiplication with group size \( d = 2 \) for 160-bit integers, respectively. The row-wise multiplication is about two times faster than hybrid method by taking advantage of a large number of registers to reduce the memory access. The squaring takes 0.13\( \mu \)s, about 15\% faster than the general multiplication.

4.3. Reduction

Since modular reduction has to be applied after every large integer multiplication, it also plays a critical role in the overall performance of ECC implementation. The most straightforward method for modular reduction is long-division in which a large integer \( a \) is divided by the prime \( p \) and the remainder \( r \) is returned as \( r = a \mod p \). The division, however, is computationally expensive and should be avoided when possible. Montgomery proposed an algorithm [34] to remove the division for the modular reduction. Instead of computing \( a \mod p \), Montgomery reduction computes \( aR^{-1} \mod p \). When \( R \) is properly chosen, the complexity of the computation will be greatly reduced. In addition to the Montgomery reduction, optimizations are also available for moduli with special format, such as pseudo-Mersenne primes. A pseudo-Mersenne prime has the format \( p = 2^m - \omega \), where \( \omega \) is the sum of a few powers of two and \( \omega \ll 2^m \). Based on the congruence \( 2^m \equiv \omega \), reduction of a \( 2m \)-bit integer \( C' \) can be computed using Algorithm 3 [7].

In Algorithm 3, the large integer \( C' \) is split into two \( m \)-bit halves \( C'_1 \) and \( C'_0 \). Since \( \omega \) has sparse items, the multiplication by \( \omega \) is commonly implemented with only additions and shiftings. Moreover, because the \( \omega \) is normally a very small value, the \texttt{while} loop in the algorithm will be executed only for very limited times.

We optimized Algorithm 3 for the prime \( p = 2^{160} - 2^{31} - 1 \) specifically, which is proposed in SECG secp160r1 elliptic curve. The optimized algorithm is shown in Algorithm 4. Since we have \((t_5, t_4, t_3, t_1, t_0) < 4p \) at step 6 in Algorithm 4, the \texttt{while} loop will iterate at most three
Algorithm 3 Modular reduction for $p = 2^m - \omega$

Require: $C' = (C'_1, C'_0)$ is a $2m$-bit integer, where $C'_1$ and $C'_0$ are $m$-bit integers.

Ensure: $C = C' \mod p$.

1: while $C'_1 \neq 0$
2: \hspace{1em} $(C'_1, C'_0) \leftarrow C'_1 \cdot \omega + C'_0$
3: end while
4: if $C'_0 \geq p$ then
5: \hspace{1em} $C'_0 \leftarrow C'_0 - p$
6: end if
7: $C \leftarrow C'_0$

Algorithm 4 Optimized modular reduction for $p = 2^{160} - 2^{31} - 1$

Require: A double-sized integer $C' = (C'_9, \cdots, C'_1, C'_0)$, where $C'_k$ is a 32-bit word. The prime $p = 2^{160} - 2^{31} - 1$.

Ensure: $C = C' \mod p$.

1: $(t_5, t_4, t_3, t_2, t_1, t_0) \leftarrow (0, C'_4, C'_3, C'_2, C'_1, C'_0)$
2: $(t'_4, t'_3, t'_2, t'_1, t'_0) \leftarrow (C'_0, C'_8, C'_7, C'_6, C'_5)$
3: $(s_4, s_3, s_2, s_1, s_0) \leftarrow (C'_9, C'_8, C'_7, C'_6, C'_5) << 31$
4: $(t_5, t_4, t_3, t_2, t_1, t_0) \leftarrow (t_5, t_4, t_3, t_2, t_1, t_0) + (t'_4, t'_3, t'_2, t'_1, t'_0) + (s_4, s_3, s_2, s_1, s_0)$
5: $(t_5, t_4, t_3, t_2, t_1, t_0) \leftarrow (t_5, t_4, t_3, t_2, t_1, t_0) + (0, 0, 0, 0, 0, C'_0 >> 1) + (0, 0, 0, 0, 0, C'_0 >> 2, C'_9 >> 1) << 31$
6: while $(t_5, t_4, t_3, t_2, t_1, t_0) \geq p$
7: \hspace{1em} $(t_5, t_4, t_3, t_2, t_1, t_0) \leftarrow (t_5, t_4, t_3, t_2, t_1, t_0) - p$
8: end while
9: return $C \leftarrow (t_4, t_3, t_2, t_1, t_0)$

4.4. Projective Coordinates

In affine coordinates, a point on elliptic curve is represented as $P(x, y)$, where $x$ and $y$ are the $x$-coordinate and $y$-coordinate of point $P$, respectively. When using affine coordinates, the prime field inversion is required in both point addition and doubling as shown in Section 3.1. The prime field inversion of an integer $a$ in $GF(p)$, denoted by $a^{-1} \mod p$, is an integer $b$ in $GF(p)$, such that $a \cdot b \equiv 1 \mod p$. It is known that the inversion operations are normally very expensive in terms of computation. In our implementation, we adopt the algorithm proposed in [40] to compute the prime field inversion. It takes 0.689ms to perform one prime field inversion which is two orders of magnitude slower than the multiplication.

Adopting projective coordinates can reduce the number of computationally expensive inversion operations [9], [41], [10]. Later it is shown that the mixed coordinate system combining the modified Jacobian and affine coordinates offers the best performance [11]. In the mixed coordinate system, point addition is performed on two points in different coordinates: one point $P_1$ in modified Jacobian coordinates $(X_1, Y_1, Z_1, aZ_1^4$) and the other point $P_2$ in affine coordinates $(x_2, y_2)$. The mixed point addition is computed as shown in Formula 6, where the result is presented by point $P_3 = (X_3, Y_3, Z_3, aZ_3^4)$ in modified Jacobian coordinates.

$$
X_3 = -H^3 - 2X_1H^2 + r^2, \\
Y_3 = -Y_1H^3 + r(X_1H^2 - X_3), \\
Z_3 = Z_1H, \\
aZ_3^4 = aZ_3^4
$$

with $H = x_2Z_1^2 - X_1$ and $r = y_2Z_1^3 - Y_1$.

The point doubling of a point $P_1$ in modified Jacobian coordinates is shown in Formula 7.

$$
X_3 = T, \\
Y_3 = M(S - T) - U, \\
Z_3 = 2Y_1Z_1, \\
aZ_3^4 = 2U(aZ_1^4)
$$

with $S = 4X_1Y_1^2, U = 8Y_1^4, M = 3X_1^2 + (aZ_1^4)$, and $T = -2S + M^2$.

Formulas 6 and 7 show that general point addition requires 9 multiplications and 5 squarings while point doubling requires 4 multiplications and 4 squarings. As shown in Section 3.1, when using affine coordinates, the point addition requires 1 inversion and 3 multiplications while point doubling requires 1 inversion and 4 multiplications. As a result, when the speed of multiplication is more than 6 times faster than the speed of inversion, the projective coordinates can get better performance. Otherwise, affine coordinates will perform better. In our implementation, we chose projective coordinates to represent the points on the curve as the multiplication is much faster than the inversion.

4.5. Non-Adjacent Format

For better performance, an integer can also be represented in Non-Adjacent Format (NAF) [3], where a bit can be either 0, 1 or $-1$, and two non-zero bits are not adjacent to each other. NAF has the lowest expected number of non-zero digits in the representation of an integer,
thus reducing the number of additions/subtractions in point multiplication. For example, if we represent $-1$ with 1, the integer $k = (01111111)_{2}$ is represented in NAF as $k = (10000001)_{NAF}$. The number of non-zero bits is reduced from 7 to 2, which leads to fewer addition/subtraction operations.

When representing the scalar in NAF, a point subtraction need to be performed for each $-1$ digit. The point subtraction $Q - P$ is computed by point addition $Q + (-P)$, where the negation of a point $P = (x, y)$ is $-P = (x, -y)$. Hence, the cost of point addition and subtraction is almost the same. In our implementation, we adopt the binary method for point multiplications shown in Algorithm 1 with NAFs for the scalars. For a fixed point, the scalar multiplication can be further optimized using window methods in which a number points are pre-computed, depending on the window size.

### 5. Performance Evaluation

We next present the experimental performance results of our ECC implementation. We first show the performance of arithmetic in prime field $GF(p)$. Then we present the performance of ECC point operations including point addition, point doubling, and scalar point multiplication. We also compare the performance with previously reported results. In our experiments, we use the 32-bit timer in C6416 DSP to measure the performance. The timer shares the same clock signal with DSP cores but counts at 125MHz (the main clock rate over 8).

To measure the performance of the finite field arithmetic, we randomly generate multi-precision integers and perform arithmetic operations on them, including addition (ADD), subtraction (SUB), multiplication (MPY), squaring (SQR), and inversion (INV). The results are shown in Table 1, where the numbers are the execution time in $\mu s$.

<table>
<thead>
<tr>
<th>Operation</th>
<th>secp160r1</th>
<th>secp224r1</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADD</td>
<td>0.059</td>
<td>0.082</td>
</tr>
<tr>
<td>SUB</td>
<td>0.059</td>
<td>0.082</td>
</tr>
<tr>
<td>MPY</td>
<td>0.30</td>
<td>0.51</td>
</tr>
<tr>
<td>SQR</td>
<td>0.28</td>
<td>0.47</td>
</tr>
<tr>
<td>INV</td>
<td>68.6</td>
<td>111.8</td>
</tr>
</tbody>
</table>

Since the multiplication is critical to the performance of ECC, we carefully optimize the multiplication function. Table 2 compares the different implementations performing multiplications in secp160r1 and secp224r1. With $-0.3$ and $-pm$ optimization options, C compiler achieves 2.64x and 2.38x speedups for multiplications in secp160r1 and secp224r1, respectively. Hand-tuning assembly code, we further improve the performance to 0.30$\mu s$ and 0.51$\mu s$ for multiplications in secp160r1 and secp224r1, respectively. Compared with the compiler-optimized code, hand-tuned code has a speedup of about 14x.

<table>
<thead>
<tr>
<th>Code</th>
<th>secp160r1</th>
<th>secp224r1</th>
</tr>
</thead>
<tbody>
<tr>
<td>C w/o compiler optimization</td>
<td>11.71</td>
<td>16.94</td>
</tr>
<tr>
<td>C w/ compiler optimization</td>
<td>4.43</td>
<td>7.12</td>
</tr>
<tr>
<td>Hand-tuned assembly</td>
<td>0.30</td>
<td>0.51</td>
</tr>
</tbody>
</table>

Table 3 compares the performance of multiplication with previously reported results. Our DSP-based implementation is much faster than other processors compared in the table because of the higher clock rate and rich hardware resources such as larger multipliers and larger issue width. Even at the same clock rate of 8 MHz, DSP still outperforms those processors, performing a field multiplication in 37.5 $\mu s$.

<table>
<thead>
<tr>
<th>Platform</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>C6416 @ 1GHz</td>
<td>0.30$\mu s$</td>
</tr>
<tr>
<td>ATMega128 @ 8MHz [18]</td>
<td>0.39$\mu s$</td>
</tr>
<tr>
<td>CC1010 @ 14.75MHz [18]</td>
<td>2.53$\mu s$</td>
</tr>
<tr>
<td>MICAz @ 8MHz [47]</td>
<td>0.47$\mu s$</td>
</tr>
</tbody>
</table>

To measure the performance of scalar point multiplication, we randomly generate a multi-precision integer and multiply it with a random point on the curve. We repeat the experiment 100 times and take the average execution time as the result. The scalar point multiplication consists of two main operations: point addition and point doubling. Table 4 compares the execution time of these two operations for elliptic curve secp160r1.

<table>
<thead>
<tr>
<th>Platform</th>
<th>Point Addition</th>
<th>Point Doubling</th>
</tr>
</thead>
<tbody>
<tr>
<td>C6416 @ 1GHz</td>
<td>4.7$\mu s$</td>
<td>4.5$\mu s$</td>
</tr>
<tr>
<td>MICAz @ 8MHz</td>
<td>6.2$\mu s$</td>
<td>5.8$\mu s$</td>
</tr>
<tr>
<td>TelosB @ 4MHz</td>
<td>7.3$\mu s$</td>
<td>7.0$\mu s$</td>
</tr>
</tbody>
</table>

The results for scalar point multiplication are shown in Table 5 and Table 6. The performance for two elliptic curves, secp160r1 and secp224r1, are presented. Table 5 shows the execution time of scalar point multiplication on C6416 DSP with different codes. Table 6 compares the performance with previously reported results. It can be observed from the tables that the point multiplication takes longer time for larger key size. In our implementation, it takes 0.81ms to perform point multiplication for
secp160r1, which is about two times faster than 1.69 ms for secp224r1. The implementation of NIST224 curve on Nvidia 8800GTS GPU [44] is more than two times faster than our implementation for the same key size. Their implementation takes advantage of higher shader clock of GPU and parallel threads on multi-core architecture. The Intel Core2 implementation also has better performance than ours due to higher clock rates, larger multipliers, and lower latency of multiplication instructions.

Table 5. Performance of point multiplication on C6416 DSP

<table>
<thead>
<tr>
<th>Settings</th>
<th>secp160r1</th>
<th>secp224r1</th>
</tr>
</thead>
<tbody>
<tr>
<td>C w/o compiler optimization</td>
<td>18.66 ms</td>
<td>39.06 ms</td>
</tr>
<tr>
<td>C w/ compiler optimization</td>
<td>7.15 ms</td>
<td>16.28 ms</td>
</tr>
<tr>
<td>Hand-tuned assembly</td>
<td>0.81 ms</td>
<td>1.69 ms</td>
</tr>
</tbody>
</table>

Table 6. Performance of point multiplications on different platforms

<table>
<thead>
<tr>
<th>Platform</th>
<th>secp160r1</th>
<th>secp224r1</th>
</tr>
</thead>
<tbody>
<tr>
<td>C6416 @ 1GHz</td>
<td>0.81 ms</td>
<td>1.69 ms</td>
</tr>
<tr>
<td>Atmega128 @ 8MHz [18]</td>
<td>0.81s</td>
<td>n/a</td>
</tr>
<tr>
<td>C6102 @ 14.75MHz [18]</td>
<td>4.35s</td>
<td>n/a</td>
</tr>
<tr>
<td>MICAz @ 8MHz [47]</td>
<td>1.35s</td>
<td>n/a</td>
</tr>
<tr>
<td>TelosB @ 4MHz [47]</td>
<td>1.60s</td>
<td>n/a</td>
</tr>
<tr>
<td>Nvidia 8800GTS GPU @ 1.2GHz [44]</td>
<td>n/a</td>
<td>0.71 ms</td>
</tr>
<tr>
<td>Intel Core2 @ 2.13GHz [15]</td>
<td>0.38 ms</td>
<td>0.54 ms</td>
</tr>
</tbody>
</table>

Although the performance of ECC on the DSP is not as good as that on general-purpose processors (GPPs) or that on high-end GPUs, which have more resources, it is only two to three times slower. Currently no such GPP or GPU has been employed in any sensor nodes due to their costs and power consumption.

When selecting an ECC algorithm for underwater sensor networks, we are more likely to choose secp160r1 with shorter key sizes. Thus generating a signature will take less than 1 ms. At the same time, decoding a single OFDM data block of 712 bits takes about 38.29 ms on the same DSP [49]. So we believe that it is practical to leverage existing resources in underwater sensor nodes for security services and adopt ECC in UWSNs.

Table 7 shows the code size of our ECC implementation. In the table, bint, mul, and ecc represent the large integer module, prime field arithmetic module, and elliptic curve module, respectively.

Table 7. Code size of ECC implementation

<table>
<thead>
<tr>
<th>Module</th>
<th>Size (Byte)</th>
</tr>
</thead>
<tbody>
<tr>
<td>bint</td>
<td>4544</td>
</tr>
<tr>
<td>mul</td>
<td>4032</td>
</tr>
<tr>
<td>ecc</td>
<td>7712</td>
</tr>
<tr>
<td>Total</td>
<td>16288</td>
</tr>
</tbody>
</table>

6. Conclusions

In this paper, we present an efficient ECC implementation on a TMS320C6416 DSP board. We take advantage of hardware features of DSP to accelerate the ECC operations. Our experiments show that the random point multiplication for curve secp160r1 can be performed in 0.81 ms. Compared to the decoding time of an OFDM block (about 40 ms), we believe that it is feasible to embed ECC algorithms in underwater sensor nodes that are already equipped with a DSP.
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