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Abstract

In this paperwe considerthe problemof solving
abandedsystenof linearequationsWe presenta
simplealgorithm.If thenumberof bandgor diag-
onals)is d, thenthework doneis O (d?n), wheren

is the numberof equationsThis algorithmis eas-
ily parallelizableonvariousmodels.For example,
whend = O(1), the algorithmrunsin O(logn)

time on an EREW PRAM using ﬁ processors.

Whenimplementednaclusterof p workstations,
the algorithmrunsin time O (%) (ford = O(1)
andp < logn)
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1 Introduction

The problemof solving a systemof linear equa-
tionshasmary applications An importantspecial
caseis whenthe systemis bandedwith d diago-
nals. Whend = 3 andd = 5, we have a tridiag-
onal systemand a pentadiagonasystem, respec-
tively. Thesetwo specialcaseshemseleshave
numerousapplicationsand have beenstudiedex-
tensvely. Forinstanceanumberof hydrodynamic
modelsnvolvethesolutionof tridiagonalandpen-
tadiagonakystemsor theircomputersimulations.

Theinputareann x n matrix A andann x 1
columnvectorbd. Theproblemis to find ann x 1
column vector z suchthat Ax = b. The only
nonzeroelementsof A are alongthe main diag-
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onal andthe diagonalssurroundingit. In partic-
ular, the numberof nonzerodiagonalsis d. l.e.,
Ay # 0onlyif [ — j] < |£].

This problemhasbeenstudiedwidely. For a
comprehensie coverageontheknown algorithms,
the readeris referedto the texts [2] and[3]. For
solving tridiagonal systems,there exist optimal
parallellogarithmictime algorithms. The cyclic
reductionalgorithm[3] is one such. This algo-
rithm is someavhatcomplex andappliesonly when
n = 2F—1 for someintegerk. BarOn[1] hasalso
givenanalgorithmthathasthesameperformance.
This algorithmis alsofairly complex.

The algorithm presentedn this paperis very
simple, can handleary d, and efficiently paral-
lelizeson mary model. Onthe EREW PRAM, it
runsin O(logn) time using - processorsvhen
d = O(1). Onaclusterof p workstatlonsn runs
intime O (—) whend = O(1) andp < 2-. The
work donegy thealgorithmof BarOn [17 is also
O(d?n). Whend is a costant,the algorithm of
Bar-On andthe algorithmpresentedn this paper
have the sameprocessorand time bounds. The
algorithmsof [1] arecomple.

2 TheNew Algorithm

In this sectionwe provide a detaileddescription
of ouralgorithmandanalyzeits performanceWe
startby describingthe algorithmasit appliesto
a tridiagonalsystemof linear equationsandthen
extendit to ageneral.
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Figurel: An Examplefor the Algorithm

Let p > 1 bethe numberof processorswvail-
able.We have to solve thesystemAx = b, where
Aisann x n matrixandb is ann x 1 column
vector For simplicity assumethat » is an inte-
gral multiple of p. Therearethreestagesin the
algorithm. In thefirst stage the equationsareas-
signedto the processorgvenly. Thefirst proces-
sorgetsthefirst g equationsthesecondrocessor
is assignedhe next % equationsandsoon. Each
processoeliminatesasmary unknovnsaspossi-
ble from out of the equationst got. Clearly, at
theendof this stage gachprocessowill havetwo
equationsfor a total of 2p equations. These2p
equationgorm a tridiagonalsystem. In the sec-
ond stage the new systemis solved. This canbe
doneeitherin parallelor employing a singlepro-
cessor In the third stage,eachprocessoiback-
substituteghe known valuesto get the valuesof
all of its unknowns.

Notethatif all theequationsnvolving anun-
known arewith the sameprocessqrthe unknovn
can be eliminatedin O(1) time. Thusthe total
work donein the first stageis O(n). The work
donein the secondstageis alsoO(n). Call this
algorithmBand.

Example. We presentanexamplebeforeproceed
ing further. Considerthecasen = 12 andp = 3.
Let the unknavns be z, zo, ..., x12. Eachpro-
cessois assignedour equationsThefirst proces-
soreliminatesthe unknovnsz, andzs. The sec-
ond processoeliminateshe unknavnszg andzx;

andthe third processoeliminatesthe unknovns
Z10 andxn.

In the secondstagewe have a systemof 6
equationsnvolving theunknowvnsz, x4, x5, T3, Tg,
and z1,. Theseequationsalso form a tridiago-
nal system. Oncethis systemis solved, a back-
substitutiorwill completethe algorithm. [

3 PRAM Implementation

Now we shawv thatthealgorithmBand canbeim-
plementedoptimally on a PRAM in logarithmic
time. We assumeéhe EREW PRAM model. This
model consistsof a collection of p synchronous
processor$2]. Eachprocessois a RandomAc-
cessMachine. The processorsommunicatevith
the help of a commonmemory For instanceif
processoi wantsto communicatevith processor
7, 7 writes its messagen commonmemory cell
j in one stepand j readsit in the secondstep.
Therearemary versionsof the PRAM depending
on how readandwrite conflictsareresolhed. In
the EREW PRAM, we assumehat no two pro-
cessorgan accesghe samecommoncell at the
sametime eitherfor the purposeof readingfrom
or writing into.

To begin with, we employ p = n processors.
The algorithmrunsin time O(logn) time. Later
we indicatehow to reducethe processoboundto
logn. Therearetwo phasesn the algorithm. In
thefirst phaseunknavns areeliminatedin stages
sothatonly O(1) of themremainattheend. This
systemis solvedin O(1) time. In thesecondphase,
the known solutionsare back-substitutuetb get

thevaluesof all theunknowns.

Algorithm PBandO

Elimination

Considera completebinary treeT” with

7 leaves. It helpsto assumethat there
is a processomt eachnodeof the tree.
Eachleaf is assignedour of the input
equations.The leavesstartby eliminat-
ing all theunknovnsthey canandsend
theremainingeqauationsipthetree.Each
internalnode,uponreceving equations
from its children, eliminatesunknonvns



andsendgheremainingequationgatmost
two) to its parent.

When the root gets equationsfrom its
children, it solvesthoseequationscom-
pletely.

Back-Substitution

Theroot startsthis phaseby sendingthe
valuesit obatainedby solving its equa-
tions. It sendgat most)two valueseach
to its children. Any internalnode,upon
receving valuesfrom its parent,back-
substitutesandknows the valuesof four
unknowns. It sendstwo valueseachto
its children.

Whentheleavesperformback-substituion,
thevaluesof all theunknavnsareknown.

Lemma 3.1 AlgorithmPBandO runsin O(logn)
time

Proof. The correctnes®f the algorithmis quite
evident. The heightof the completebinary tree
T is O(logn). During the eliminationphasethe
time spentat eachlevel of the treeis only O(1)
andhencethis phaseakesO(log n) time.

In the back-substitutiorphasealso, the time
spentat eachlevel of thetreeis only O(1). Thus
thewholealgorithmrunsin O(logn) time.

The processoiboundof the above algorithm
canbereducedo p = % usinga standardech-
niqueasfollows.

Algorithm PBand

Step 1. Assign2logn equationdo each
of the first 57— processors. Each of
theseprocessorsliminatesall the un-
knownsit canfrom its equationsn O(logn)

time.

Step 2. Now we have a tridiagonalsys-
temwith $ equations.Solwve this sys-
temusingAlgorithm PBandO.

Step 3. Eachprocessoperformsback-
substitutionto obtain the valuesof its
2logn variables.

Theorem 3.1 Atridiagonalsystenoflinear equa-
tions can be solvedin time O(logn) using 2
EREWPRAMprocessos.

Proof. Stepl takesO(logn) time. Step2 canbe
completedin O(logn) time, in accordancevith
Lemma3.1. The time taken by Step 3 is also

O(logn). &
4 Implementation on a Cluster of Workstations

Algorithm Band can also be implementedeffi-

ciently onaclusterof workstationsfor d = O(1).

If therearep processorghentheruntimeis O ﬂ) :
forp < & The useof workstationclustershas
becomean attractve alternatve to the useof su-
percomputersOnecould employ messageass-
ing mechanismsuchasthe PVM, MPI, or JAVA

to connecheterogeneoumachineso achiere par

allelism. Very goodspeedupsave beenachiered
usingclusters.

The ideais very similar to Band. The input
equationsarewith ahost. The hostpartitionsthe
input equationsnto p evenpartsandsendsa part
to every processar Eachprocessoeliminatesas
mary variablesas possiblefrom the equationst
receves from the host. After this, eachproces-
sorwill have at mosttwo equationsvhich will be
sentto the host. The hostsolvesthe 2p equations
in O(p) time andsendgwo relevantvaluesto each
processarEachof the processorsjponreceving
two valuesfrom the host, back-substituteshese
valuesto computethe valuesof all of its vari-
ables.Finally, the processorsendtheir valuesto
thehost.

Excluding the time for communicationsthe
totalwork doneby theprocessorgs O(n) + O(p).
Thework doneby eachof the slave processorss
(0] (%) Thusthe paralleltime taken (omitting the
communicatiortime) is O (% +p). Thiswill be
O(ﬂ) if p < % Ifp > % the host can seek
theﬁelpof the slavessomemore. But in practice,
takinginto accountthe communicatiortime also,

it may not be necessaryo communicatewith the
slavesmoreto seektheir help.



5 General Banded Systems

In this sectionwe dealwith thecased > 3. ldeas
similarto Band canbeappliedhereaswell. Here
alsowe canconsidera completebinary treewith

-7 leaves. Eachleaf hasd — 1 equationdo be-

gin with. In the elimination phase,leaves start
by sendingtheir equationgo their parents. Any

internalnodeuponreceving 2(d — 1) equations,
eliminatesasmary variablesasit can,andsends
theremaining(atmostd — 1) equationgo its par

ent. Whenthe root getsequationsijt solvesthem
completelyandthe back-substitutiorphasestarts
thereafter

Note thatin the original input, eachvariable
occursin at mostd equations.If a processohas
all the d equationsn which a variablex; occurs,
it caneliminatethis variablein O(d?) time. Thus
thetime spentateachlevel of thetreeT is O(d?).
We can reducethis time to O(d) preservingthe
work done,if we have d? processorst eachnode
of thetree.

OnanEREWPRAM, eachof thetwo phases
will take O (dlog (;2;)) = O(dlogn) time, us-
ing 24 processors.

The processoiboundof the above algorithm
can be reducedto ﬁ using the techniqueem-
ployed for PBand. Eachleafin the treeis as-
signedd log n equationdo startwith. Every pro-
cessoperformdocaleliminationin O(d logn) time.
At this time the above algorithmis usedto solve
theresultingO (&) equationsAfter this, back-
substitutioncanbe doneby the processorocally
intime O(dlogn).

Thetotalwork donein the modifiedalgorithm
is O(nd?). Thuswe getthefollowing

Theorem 5.1 A bandedsystemwith d diagonals
canbesolvedin O(dlogn) timeusinglglgdn EREW
PRAMprocessos.

Note. In [1], BarOn givesan algorithmfor the
aboveproblemthatrunsin time O(log d log n) that
doesO(nd?) work. In practicesincewe only have
a small numberof processorsthe most crucial
performanceneasuref ary parallelalgorithmis
the total work doneby the algorithm. Of course
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the numberof processorassumedby the parallel
algorithmshouldbereasonablyarge.

A theorensimilarto Theorenb.1lcanbeproven
for aclusterof workstationsalso.

6 Conclusions

In this paperwe have presenteda simple algo-
rithm for solving diagonalsystemof linearequa-
tions. Whenthe numberof diagonalsd is a con-
stant,ouralgorithmis asymptoticallyoptimal. For
ary d, the total work done by our algorithmis
O(nd?).
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