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Abstract—Modern aircraft systems employ numerous processors to achieve system functionality. In particular, engine controls and power distribution subsystems rely heavily on software to provide safety-critical functionality, and are expected to move towards multicore architectures. The computing hardware-layer of avionic systems must be able to execute many concurrent workloads under tight deterministic execution guarantees to meet the safety standards. Single-chip multicores are attractive for safety-critical embedded systems due to their lightweight form factor. However, multicores aggressively share hardware resources, leading to interference that in turn creates non-deterministic execution for multiple concurrent workloads. We propose an approach to remove on-chip interference via a set of methods to spatio-temporally partition shared multicore resources. Our proposed partitioning scheme is bounded within the worst case execution, and ensures efficient performance and deterministic execution.

I. INTRODUCTION

The distributed and embedded software in modern avionic systems is increasingly becoming a first order design constraint. For example, modern aircrafts deploy complex embedded software and hardware to manage various operational and management layers (such as engine controls and power distribution subsystems) [1]. The complexity of the avionics software is rapidly increasing because of the addition of cyber-physical dimension to its system design, making a paradigm shift from a distributed on-board system architecture to an integrated modular avionics (IMA) architecture. IMA integrates several unrelated or loosely related software applications formerly distributed across multiple avionic systems, and lessens the system weight and energy consumption due to fewer compute and wiring components [4].

At the hardware layer, multicore technology has emerged as an ubiquitous computational primitive. These multicores integrate many discrete hardware components on a single chip, such as compute processors, cache memories, interconnection networks, and memory controllers. Through integration, multicores deliver small form factor and reduce the embedded hardware’s area, power and energy footprint. The key question we seek to answer in this paper is whether multicore technology can be deployed in safety-critical systems, such as the IMA architecture for avionics.

Traditionally, safety-critical applications are executed on discrete processors. In case of a multicore processor, this implies the application may not fully utilize the hardware capabilities, such as the additional processing cores for computations, or the available memory bandwidth to access data. Therefore, it is beneficial to concurrently execute multiple applications and fully utilize the available hardware capacity. The challenge is that the aggressive integration leads to space-time sharing of hardware resources. This sharing exists even though the concurrently executed applications do not explicitly communicate across their control and dataflow. Sharing causes interference among the hardware resources, such as the on-chip last level cache (LLC), memory controller, and the network-on-chip (NoC). These interference channels lead to non-deterministic timing and power behaviors across applications, leading to loss of performance guarantees. For example, the multicore LLC holds the working sets of concurrent applications. Improper allocation of the cache resources to any particular application can lead to unpredictable cache behavior that can be detrimental for performance. In the worst case an application may get locked out from accessing data that can lead to starvation like conditions for the embedded system. This is unacceptable for safety-critical applications, such as the ones executing under the IMA architecture for avionics. On the other hand, multicore’s efficient form factor offers desirable capabilities for such embedded systems. Therefore, we propose a holistic approach to remove all on-chip interference channels via a set of lightweight methods to spatio-temporally partition shared multicore resources.

The key contributions of this paper are:

- Propose a holistic spatio-temporal partitioning scheme for the multicore interference channels (i.e., LLC, memory controller, and NoC).
- Improve performance of concurrently executing safety-critical applications using the proposed partitioning scheme, which tightens the bound for worst case execution time (WCET). We also show that deterministic performance under the proposed scheme is competitive with respect to a non-deterministic scheme that exploits fine-grain sharing of hardware resources.

Our approach is a step towards satisfying deterministic performance guarantees for an embedded system that deploys multi-core architectures. Relevant initiatives such as CAST-32 [5] are working towards defining common approaches to handling multi-core architectures within the aerospace domain. The proposed scheme fulfills such requirements.

II. ON-CHIP INTERFERENCE

A. Shared Resources

The baseline is a 4-core shared LLC multicore system with similar configurations as NXP QorIQ T2080 [22], which is widely used in safety critical embedded systems. As shown in
In this paper, the hardware level requirements related to on-chip resource sharing in FAA CAST-32 [5] are illuminated. The rationale of the concerns for multicore (MCP) are raised by the uncertainty due to on-chip resource sharing, which means same hardware component is accessed by different applications running concurrently. The related aspects of FAA CAST-32 in the scope of this paper are the on-chip interference (including shared LLC, memory controller, and NoC), and on-chip resource usage. Efforts are made to address these in the paper.

1) MCP Interference Channels: Interference arises in the components that are accessed by multiple applications. In a multicore system these revolve around data accesses. As shown in Figure 1, when a compute core needs to fetch some data, if it is not available in the core’s private L1 cache, a request is sent to the LLC cache slice location for that data. For the baseline system discussed in this paper, the shared LLC cache places the data based on its address. In case the data is not located in the local LLC slice, the request is sent to the appropriate LLC slice via the NoC. If the data is not in LLC cache neither, the request is forwarded to the memory controller, through which the data is fetched from DRAM. In this process, the LLC, memory controller and NoC are accessed. When there is more than one application running, all of them need to access these components, which are identified as interference channels. The concern is that through these channels, the applications running concurrently could affect each other. This can cause non-deterministic application behaviors.

The relevant task in FAA CAST-32 is to conduct a functional interference analysis to identify all the interference channels between the concurrent applications executing on the multicore, and mitigate the interference channels. Note that there are specific tasks listed for shared caches in the requirement, especially its effects on WCET. In this paper all these three channels are analyzed with respect to WCET.

A qualitative interference analysis is performed for the proposed schemes. On-chip interference is eliminated when all the shared resources are partitioned. As discussed in Section II-A, the interference channels of the proposed system are shared LLC, memory controller, and NoC. Since the proposed scheme spatio-temporally partitions these components, each application gets dedicated resources. We discuss the proposed scheme and its evaluation in the next sections. The sharing effects of the concurrently executing applications in LLC are illustrated, as well as WCET. The proposed scheme spatially partitions the LLC, thus guaranteeing the available LLC capacity for each application.

2) On-chip Resource Usage: The concurrently executing applications change their on-chip resource demands at runtime. The accesses to shared resources can cause contention with performance overheads. Furthermore, if the overall available resources are exceeded by the total demands of the applications, they may behave in a non-deterministic manner.

The relevant task in this aspect is to describe how to allocate, manage and measure the use of resources and avoid contention. It is desirable to certify that total resource demands of all applications do not exceed the total available resources.

In this paper, the contention of different resources are analyzed. The proposed partitioning schemes avoid contention between different applications by allocating dedicated resources. Next, we describe the proposed spatio-temporal partitioning mechanisms for the baseline multicore system introduced in Figure 1.
to spatially partition the LLC slices across the concurrent applications. Although further partitioning can be done at fine granularities (such as way or set partitioning in each cache slice), we leave such exploration for future work.

Each LLC slice consists of multiple physical cache banks. Before start of execution, the number of LLC slices for allocation to each application is determined based on the expected behavior of that application. For example, a memory bound application is expected to work well with smaller number of LLC slices as compared to a compute bound application. Once the number of LLC slices is determined for an application, its address space is statically mapped to those LLC slices (through some architecture register setting). A static address interleaving scheme at the cache line granularity is utilized to achieve optimal use of the available LLC capacity allocated for that application [2]. At runtime, when an application accesses a data word from its address space, the static mapping determines the LLC slice for allocating the corresponding cache line from off-chip memory. In this way the LLC interference channel is managed by isolating the application data to be mapped in unique LLC slices.

B. Temporal Partitioning of Memory Controller

An on-chip memory controller consists of multiple FIFO queues for read/write requests to the off-chip memory. Each memory controller queue is associated with the available memory controller bandwidth. Memory bandwidth decides the rate at which off-chip data packets are accessed, and is related to the number of pins that connect the multicore processor to the off-chip memory. In order to avoid interference between applications, memory controller bandwidth is divided among them. Each core then gets its allocated memory bandwidth, effectively temporally partitioning the shared memory controllers among the applications. In this case, each application gets its respected space for a deterministic interval of time, similar to the scheme by Wang et al. [11]. As shown in Figure 2, the queuing delay for each request is calculated as the waiting time between its arrival and schedule. The schedule time only depends on the next available "slot" of corresponding application. This enables non-blocking access to the memory controller even though the other application might have a significant number of queued up requests.

C. Temporal Partitioning of NoC

In this paper a 2-D mesh NoC is considered, which consists of on-chip routers and links. NoC is accessed by on-chip components on each tile. The router on each tile can be accessed directly by L1/LLC cache and memory controller (if available) on the same tile, and by components from another tile through NoC. Thus NoC utilization is determined by system configurations, such as application mapping, memory controller location, and routing scheme. In the baseline system, there is one on-chip memory controller, as shown in Figure 1, which is accessed by the two concurrent applications. For the application mapping shown in the same figure, application 1 is allocated three LLC slices, whereas application 2 is allocated one LLC slice. When X-Y routing is used, routers on the left side (top and bottom) can be accessed by both applications. However, when the application mapping or routing scheme is changed the router usage could be different. Thus it is not feasible to isolate NoC traffic for each application in certain region without accessing the routers elsewhere on-chip. In order to avoid interference between applications for the system setup in this paper, they need to have dedicated NoC bandwidth. Each application has its own input/output queue to the router, so that requests from one application can not block ones from the other application. Effectively the router is temporally partitioned such that each application has its own time slot to access the router on each tile. The queue model for partitioned router is similar to the one for memory controller.

D. Isolation Scheme with Architectural Support

Due to the fact that there is only one memory controller in the baseline, it has to be temporally partitioned between applications. This also limits the feasible solutions for NoC to avoid interference. As mentioned earlier, temporal partitioning the memory controller and all NoC routers is a feasible solution for the baseline system. However, this introduces system complexity and significant performance overhead due to inefficient utilization of on-chip resources. Thus in this paper we propose a scheme to isolate applications with one additional memory controller, as shown in Figure 3. Each application has its own memory controller, therefore adding a way for the system to spatially isolate the memory traffic for two applications. Note that the off-chip memory bandwidth is distributed among the two memory controllers. Furthermore, with a spatially partitioned LLC and NoC routing scheme, the messages from each application can be restrained in certain regions on-chip, which only contains the tiles hosting that application. All on-chip data of an application are located in the L1/LLC caches of the tiles hosting it. When an application incurs L1 misses, the requests are directed to the LLC slices belonging to that application. When there are LLC misses, the requests are directed to the memory controller located in one of its tiles. This is achieved using a revised physical address
The NoC routing scheme is crucial to isolate the on-chip traffic. Since all resources needed by one application are located on its allocated tiles, the routing scheme needs to guarantee no packet is routed through other tiles. We utilize the inherent determinism of static X-Y routing protocol to ensure isolation of the NoC traffic. Figure 3 shows that X-Y routing can be used for this purpose given the tiles are allocated appropriately to each application.

### IV. EXPERIMENTAL METHODOLOGY

#### A. Performance Modeling

All experiments are performed using a modified version of the Graphite multicore simulator [3]. Graphite is modified to support multiple multi-threaded applications to execute concurrently. The simulator is configured as a four-core shared memory multicore, as shown in Table 1. The caches and memory controller are configured according to NXP QorIQ T2080 [22]. Each core consists of a compute pipeline, private L1 instruction and data caches, a physically distributed shared LLC with integrated directory, and a network router. NoC model uses a 2-D mesh with X-Y routing scheme. The network delay consists of 4 parts: router latency, link latency, serialization delay, and queuing delay. The contention delay accumulates from the router at each hop. Each router has five output queues (north, east, south, west, and self) with contention delay. It is modeled using a history-tree model for baseline, and the 'slot' model explained earlier for temporal partition. Since modern network-on-chip routers are pipelined, and 2 or even 1-cycle per hop router latency has been demonstrated, we model a 2-cycle per hop delay (1-cycle for router and link delay each), and the serialization delay is 1-cycle for each flit in the n. We assume infinite buffering for router input queue without contention delay. Similar contention delay modeling is in place for the memory controller. Cache coherence is implemented using the directory based MSI protocol.

**1) Stand_Alive:** The Stand_Alive executes a single two-threaded application on the 4-core system, with access allowed to all shared resources. Thus 2 compute pipelines, 2 L1 instruction and 2 L1 data caches, 4 LLC slices, and full memory bandwidth is available to the application. Each multithreaded application is run to completion, and we measure the parallel completion time, i.e., the number of cycles to execute the application.

**2) Un_Controlled:** The uncontrolled sharing configuration executes two applications concurrently without any partitioning scheme. Both two-threaded applications access the 4 LLC slices and full memory bandwidth without any restrictions.

**3) WCET:** Spatio-temporal partitioning schemes are implemented for the LLC, memory controller and NoC interference channels. For each application combination, LLC slices are spatially partitioned in three ways (LLC(1,3), LLC(2,2), LLC(3,1)), while memory controller and NoC are temporally partitioned ((MC_TP, NoC_TP). The notion of WCET is that in order to eliminate interference, no shared on-chip channels can be used. For the baseline system, without information about each application’s behavior, the practical way is to equally distribute the available resources. Thus WCET is configured in a way that two LLC slices are allocated for each application, while memory controller and NoC routers are temporally partitioned.

**4) ISOLATION:** This is the proposed resource partitioning scheme introduced in Section III-D. All interference channels are spatially partitioned including the LLC, NoC and the memory controllers.

#### B. Benchmarks

We use three SPLASH-2 benchmarks (FFT, RADIX, and CHOLESKY) [16], two graph analytic benchmarks from CRONO suit (PAGERANK, and SSSP) [14], one matrix multiplication (MM) benchmark, and one machine learning benchmark (MLP), to represent various applications for safety-critical systems. The benchmark input sizes used are shown in Table II. We use multi-threaded benchmarks because they are scalable and effectively utilize multicore resources at two threads.

FFT is matrix based, and an important kernel in several signal processing applications. Real-time time applications, such as audio/video/sensor processing use FFT as the basic transform for frequency domain analysis. The inner-product in all matrix computations is used widely in vector based computations, which is an important component for many safety-critical systems. The matrix multiplication (MM) is loop-tiled, and thus optimized for cache accesses. CHOLESKY is also a matrix decomposition algorithm. It is used in systems where model reduction is done during the state-space analysis.

**TABLE I:** Architectural parameters for evaluation.

<table>
<thead>
<tr>
<th>Architectural Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Cores</td>
<td>4 @ 1 GHz</td>
</tr>
<tr>
<td>Compute Pipeline per Core</td>
<td>In-Order, Single-Issue</td>
</tr>
<tr>
<td>Physical Address Length</td>
<td>48 bits</td>
</tr>
<tr>
<td><strong>Memory Subsystem</strong></td>
<td></td>
</tr>
<tr>
<td>L1-I Cache per core</td>
<td>32 KB, 4-way Assoc., 1 cycle</td>
</tr>
<tr>
<td>L1-D Cache per core</td>
<td>32 KB, 4-way Assoc., 1 cycle</td>
</tr>
<tr>
<td>LLC per core</td>
<td>512 KB, 8-way Assoc., 8 cycle</td>
</tr>
<tr>
<td>Cache Line Size</td>
<td>64 bytes</td>
</tr>
<tr>
<td>Num. of Memory Controllers</td>
<td>1 for baseline; 2 for ISOLATION</td>
</tr>
<tr>
<td>DRAM Bandwidth</td>
<td>10 GB</td>
</tr>
<tr>
<td>DRAM Latency</td>
<td>75 ns</td>
</tr>
<tr>
<td><strong>point-to-point Network</strong></td>
<td></td>
</tr>
<tr>
<td>Hop Latency</td>
<td>2 cycles (1-router, 1-link)</td>
</tr>
<tr>
<td>Flit Width</td>
<td>64 bits</td>
</tr>
<tr>
<td>Header</td>
<td>1 flit</td>
</tr>
<tr>
<td>(Src, Dest, Addr, MsgType)</td>
<td>8 flits (512 bits)</td>
</tr>
<tr>
<td><strong>Cache Line Length</strong></td>
<td></td>
</tr>
<tr>
<td><strong>TABLE II:</strong> Benchmarks and their input sizes.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Application</th>
<th>Problem Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>RADIX</td>
<td>1M integers, radix 1024</td>
</tr>
<tr>
<td>FFT</td>
<td>1M points</td>
</tr>
<tr>
<td>MM</td>
<td>512×512 matrix, 16×16 blocks</td>
</tr>
<tr>
<td>CHOLESKY</td>
<td>512×512 matrix, 16×16 blocks</td>
</tr>
<tr>
<td>PAGERANK</td>
<td>131072 nodes, 16 edges</td>
</tr>
<tr>
<td>SSSP</td>
<td>512 nodes, 16 edges</td>
</tr>
<tr>
<td>MLP</td>
<td>Input layer 256 neurons, Output layer 10 neurons</td>
</tr>
</tbody>
</table>
Consider a helicopter scenario where it needs to optimize its rotor speed according to the environmental conditions. The environment data needs to be reduced for comprehension. RADIX employs a divide-and-conquer methodology for sorting data according to some threshold, such as magnitude. Multi-Layer Perceptron (MLP) is a neural network Machine Learning algorithm which is used in modern day Advanced Driver Assistance System (ADAS). The MLP benchmark in this paper is implemented for predictions for handwritten digits. Single Source Shortest Path algorithm (SSSP) is an implementation of Dijkstra’s algorithm which is used widely for path finding purposes. PAGERANK is a Graph-based prediction algorithm used in recommender systems in various platforms.

V. RESULTS AND ANALYSIS

Figure 4 shows the completion time of Un_Controlled, WCET, and ISOLATION for different benchmark combinations. The results are normalized to Stand_Alone. All completion times are normalized to Stand_Alone. WCET and ISOLATION results are labeled in the figure.

For all combinations, the ISOLATION scheme is able to reduce the performance overhead remarkably. In most cases the completion time is close or equal to Stand_Alone. This is achieved by eliminating on-chip interference without temporally partitioning the NoC and memory controller. Overall, ISOLATION is able to provide deterministic execution at average overhead of $\sim 1.07X$, compared to WCET at $\sim 5.52X$.

Figure 5 shows the results for the MLP-PAGERANK and MLP-SSSP benchmark combinations. For the same MLP benchmarks’ execution with different benchmarks (PAGERANK and SSSP), its completion time is inconsistent when no resource partitioning scheme is used (Un_Controlled). This justifies the nondeterminism due to interference. When the LLC is spatially partitioned, and memory controller and NoC are temporally partitioned, shown as L2 XX_MC_100_NoC_10, the performance overhead is evident due to limited memory controller and NoC bandwidth. This also makes different LLC spatial partitions distinct since contentions at memory controller make the LLC misses much more costly. When all the on-chip interference channels are partitioned, MLP completion time becomes stable, and is not affected by the other application. This is a key result in schemes have significant performance overheads due to the reduced NoC and memory controller bandwidth. Applications with significant on-chip traffic and off-chip accesses are affected significantly. PAGERANK performs much worse for WCET since it has large amount of cache misses, which generates requests in the NoC and results in accessing the DRAM through memory controller. It is also clear that each benchmark always maintains the same WCET when combined with different benchmarks (and hosted at the same cores). This justifies that WCET eliminates interference, however with large performance overhead. WCET of the same benchmark can change when it is hosted at different cores. This is because the memory controller in WCET is located at the last tile. Benchmarks’ relative position to the memory controller affects the path to access it. As shown for FFT, when hosted at the first two cores (mapped as application 1), its WCET is larger than the case when it is hosted at the last two cores (mapped as application 2). This is due to the longer latency and additional NoC traffic when accessing memory controller.

WCET slowdowns vary from $1.15 \times$ to $21 \times$. The main reason is that benchmarks have diverse demands of on-chip resources, and the resources allocated to each benchmark are much limited compared to Stand_Alone. WCET spatially partitions the LLC, and the space allocated to a benchmark may not fulfill its demands. Furthermore, the temporal partitioning
this paper that demonstrates that applications can indeed be partitioned for deterministic behavior. Yet, as evident for ISOLATION scheme in Figure 4, MLP achieves performance that is compared to Un_Controlled. However, the ISOLATION scheme guarantees deterministic execution of concurrent safety critical applications.

VI. RELATED WORK

The related works cover a wide range of research done in safety-critical systems and multicore architectures. In this section, holistic multicore designs for safety critical systems are discussed first, followed by partition schemes for LLC, memory controller and NoC. The partition schemes are not necessarily designed for interference reduction, their practicality for such a purpose is discussed.

Multicore for Safety-critical Systems: Rising efforts have been made to deploy multicore in safety-critical systems. Large projects such as EMC² are establishing multicore in such domains [18]. Systems have been designed focusing on mixed-criticality workloads on multicore processors [17], [20]. In these systems, shared resources are assigned in favor of Hard Real-time Tasks (HRT) over Non Hard Real-time Tasks (NHRT). HRT has its own private cache, and high priority when accessing memory controller and bus. When running with NHRT in a multicore, the maximum access time of HRT to shared resources is bounded. Nowotsch et al. [7] evaluated a multicore system in an avionics platform and stressed the interference problem in shared multicore resources. It uses address mapping to spatially partition the cache and memory controller, while suggests using temporal partition for the bus. However, these schemes cannot isolate on-chip traffic and have significant performance overheads. In this work we propose a scheme that eliminates interference in all shared resources of a multicore processor by providing isolation of each application. It avoids temporal partition of the memory controller and NoC, while provides determinism for both applications running concurrently. Moreover, their WCET estimation for multicore system is based on single core analysis, while we evaluate WCET for different application combinations in multicore setup with spatial-temporal partition schemes.

LLC Partitioning: Bui et al. [8] treated cache partitioning as an optimization problem, and used genetic algorithm globally and simulated annealing locally to temporally partition the cache with a cyclic scheduler. However, it only claimed to reduce interference and improve schedulability. Slijepcevic et al. [9] proposes a Time-Randomized (TR) cache approach where a probabilistic timing analysis helped in controlling shared LLC eviction frequency. Time Randomization helps in improving performance of shared cache alone but does not help in co-ordinating the interference with other shared resources. Moinuddin et al. [12] partitioned the shared LLC among multiple applications based on each application’s utility. The above scheme known as Utility based Cache Partitioning (UCP) is implemented with the help of Utility MONitor (UMON) hardware counters that sample a small number of cache lines to track their hits and misses. Ubik [13] proposes a dynamic partitioning scheme that predicts and exploits the transient behavior of latency-critical applications, while increasing the LLC space for batch (throughput) applications. These schemes execute a run-time fine-grain partitioning algorithm which modifies the space allocated to these applications in the shared LLC. They all have significant hardware overhead, and can not guarantee determinism. For a small-scale embedded multicore, we propose a simplistic static spatial partitioning scheme for the LLC interference channel. Moreover, we consider all interference channels, and not just the shared LLC.

Memory Controller Partitioning: Wang et al. [11] statically allocated each bank in the memory controller to each application. The static periodic time interval is decided based on the frequency of DRAM row-buffer access and dead-time between two subsequent accesses. The disadvantage of this approach is that each application waits while the channel bandwidth is time-multiplexed, even though the application which has control of the channel doesn’t have any request. So, there is under-utilization of the shared channel to the DRAM via memory controller. The worst-case latency is double the optimal case where the idle-time is more for the memory controller. Muralidhara et al. [15] dynamically partitioned the DRAM banks based on the LLC miss characteristics and row-buffer locality of each applications which resolved interference at the DRAM but did not resolve interference at the
shared memory controller in a multicore. The above mentioned works periodically reallocate the shared memory controller bandwidth constantly but do not remove the interference in the interference channels by overlooking shared LLC.

**NoC partitioning:** Interference-Aware Bus is proposed in previous works [17], [20]. They schedule requests according to their criticality, and allow them to be sent in non-consecutive bus slots. This scheme bounds the delay that a request can suffer due to bus interference. Kelter et al. [21] proposed TDMA accesses on the system bus. Due to lack of scalability for bus-based NoC multicore architectures, A. Burns et al. [19] proposed a revised NoC wormhole switching protocol. It implements a number of prioritized virtual channels for concurrent tasks. However, due to their hardware limitations and interaction of other shared resources, these schemes are not able to isolate the on-chip traffic.

**VII. Conclusion**

We propose an approach to remove on-chip interference via a set of methods to spatio-temporally partition shared multicore resources. This approach guarantees deterministic execution of safety-critical applications on a multicore, while delivering better than WCET performance. Overall, on average ISOLATION has an average overhead of $1.07 \times$ as compared to WCET at $5.52 \times$. In fact, the proposed ISOLATION scheme delivers at par performance of the uncontrolled sharing, however, it delivers concurrent execution of safety critical applications deterministically on the multicore. This paper is a step towards ensuring deterministic execution on multicore architectures for safety-critical systems, such as avionics and automobiles.
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