Behavior vs. Introspection: Refining prediction of clinical depression via smartphone sensing data
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Abstract—Depression is a serious health disorder. In this study, we investigate the feasibility of depression screening using sensor data collected from smartphones. We extract various behavioral features from smartphone sensing data and investigate the efficacy of various machine learning tools to predict clinical diagnoses and PHQ-9 scores (a quantitative tool for aiding depression screening in practice). A notable feature of our study is that we leverage a dataset that includes clinical ground truth. We find that behavioral data from smartphones can predict clinical depression with good accuracy. In addition, combining behavioral data and PHQ-9 scores can provide prediction accuracy significantly exceeding each in isolation, indicating that behavioral data captures relevant features that are not reflected by PHQ-9 scores. Finally, we develop multi-feature regression models for PHQ-9 scores that achieve significantly improved accuracy compared to direct regression models based on single features.

I. INTRODUCTION

Depression is a common, but serious, health disorder. It is directly related to poor physical health [11], [15], [29] and additionally affects psychological functioning and results in loss of productivity [3]. As a public health issue, depression is a particular challenge as symptoms may be inconspicuous and vary over time; in particular, diagnosis (and treatment) typically requires the persistent and direct attention of a skilled clinician.

In this article we explore the possibility of depression screening via sensor data collected from smartphones. Clinical practice has long appreciated the statistical relationship between behavior and depression; indeed, the PHQ-9 health questionnaire [16]—a quantitative tool for aiding depression screening and diagnosis—explicitly relies on certain behaviors as indicators for depression. This suggests the attractive possibility that smartphones, which can collect rich behavioral data and are in widespread use, could serve as a platform for ubiquitous, automated depression screening.

We study the efficacy of various machine learning tools (regression and Support Vector Machine (SVM) based classifiers) to predict clinical diagnoses and PHQ-9 scores based on behavioral data. To the best of our knowledge, our study is the first to leverage a dataset which includes clinical ground truth (as well as sensor data and PHQ-9 questionnaire responses). This allows us to separately study the relationship between sensor data, clinically diagnosed depression, and PHQ-9 responses. To briefly summarize our results:

- We find that behavioral data can predict depression with good accuracy; furthermore, we find that an aggregate model, based on both behavioral data and PHQ-9 scores, can predict clinical depression with accuracy significantly exceeding each in isolation. This suggests that behavioral data captures relevant features that are not reflected by PHQ-9 results.
- We additionally explore direct prediction of PHQ-9 scores based on behavioral data. This has been previously studied in some detail, and our results for prediction based on individual behavioral features are roughly consistent with previous work. Curiously, in this setting previous work has not been able to identify multi-feature models that significantly improve over single feature regression models. For the first time—by focusing on $\ell_2$ regularization—we demonstrate multi-feature regression models that significantly improve over single-feature regression models.

Our dataset is comprised of 79 college-age participants. We remark that the college-age population has heightened risk of mental health issues including depression [30]. According to [24], 10% of college students suffer depression, an estimate consistent with our sample population. Clinically depressed participants are necessarily under treatment during our study. For each participant, we collect depression diagnoses from a trained clinician, periodic PHQ-9 results, and smartphone sensor data.

Section II below surveys related work; this is followed by Section III which describes our data collection infrastructure. The major analytic results are presented in Sections IV and V, which describe the feature extraction process, learning models, and statistical analyses. We conclude and briefly describe future work in Section VI.

II. RELATED WORK

Smartphones have been widely adopted and typically provide a comprehensive array of built-in sensors. The data collected from such sensors can naturally reflect user behavior, which has led to a variety of innovative applications that detect
interesting patterns in sensor data [10, 8, 19, 12, 25, 9] and attempt to infer certain behavior [20, 22, 10, 31].

Data collected from smartphones has also been analyzed for smart health applications, focusing on physical, behavioral, or mental health. For instance, BeWell [17] is a personal health monitoring app which analyzes physical activity, sleep and social interaction in order to provide feedback on user lifestyle. The study [4] automatically recognizes stress from smartphone’s social interaction data, weather data and self-reported personality information. The study [21] examines the effect of illness and stress on behavior. Specifically, it analyzes communication and co-location data, extracted from smartphones, to study the change in behavior with the onset of disease. Related work from the same group [22] analyzes the effect of social interactions on weight change.

Using smartphone sensor data to predict depressive mood or depression is a relatively new research area [6, 31, 26]. Research has largely relied on self-reported surveys (e.g., PHQ-9 responses) in order to train and assess predictive models. The study [31] reported a significant correlation between depressive mood and social interaction (specifically, conversation duration and number of co-locations). The study [26] extracted features from phone usage and mobility patterns and found a significant correlation with (self-reported) PHQ9 scores. The relationship between depression and mobility patterns has been further studied in [6]: using mobility features, they trained both general and individual SVM models, and found individual models to outperform multi-feature models.

Our study uses smartphone sensor data to predict depression. It differs from existing studies in several important aspects. To the best of our knowledge, our study is the first to augment direct-reporting with clinical ground truth and thus the first that can individually study correlations (and predictive power) of behavioral features and self-reported symptoms. Our statistical findings reaffirm existing results for regression of single features vs. PHQ-9 values. Additionally, we develop new regression models for PHQ-9 scores, where we find that multi-feature models can provide significantly improved correlation, and we develop SVM models for clinical ground truth based on behavioral features and PHQ-9 values.

III. DATA COLLECTION

Figure 1 summarizes our high-level approach to data collection and analysis. This section describes data collection; data analysis is deferred to later sections.

The data was collected from October 2015 to May 2016. Three types of data were collected: smartphone sensing data, PHQ-9 questionnaire responses, and clinician assessment. Specifically, smartphone sensing data was collected through an app running in the background on a participant’s phone; PHQ-9 questionnaires were filled in periodically (every two weeks) by each participant through another smartphone app; and clinician assessment was provided by a clinician when she met the participants. We next describe how we collect these three types of data. At the end of the section, we briefly describe participant recruitment and other related issues.

A. Smartphone Sensing Data

Smartphone sensing data is collected by a smartphone sensing app, called LifeRhythm, that we developed. Given the wide variety of phones in the market, one approach is to develop the app for a specific platform, pre-install the app on such phones, and then provide the phones to participants in order for them to participate in the study. An alternative approach is to develop the app to be directly usable (without altering the operating systems) on major smartphone platforms so that participants can use their own phones to participate in the study. We opt to use the second approach since our target participants are college students and most of them possess their own smartphones. This approach is advantageous since a participant can use her own phone and will not be burdened to carry another phone. It also makes our study easier to scale since we do not need to provide phones to the participants. On the flip side, we need to spend more time testing and debugging the app to ensure that it can run smoothly for different varieties and models of phones.

Because iOS (the operating system used by the iPhone) and Android are the two predominant smartphone platforms, we developed separate apps for each of these. For iOS, our app is developed using Swift [2], and can be used on iOS 8 and above (which has dominant market share compared to other iOS versions [1]). For Android, our minimum operating system requirement is 4.0, which covers the majority of Android users. Android allows apps to read data from a vast array of phone sensors, while iOS has a much stricter policy, only allowing third party apps to collect data from a very limited set of sensors. In the rest of the paper, we consider location and activity information, which can be collected directly on both platforms (we have also collected other types of data on Android phones, which are not used in this paper).

1) Location: Each location sample contains the longitude and latitude information of a participant with accuracy in meters at a particular point of time. On Android, this information is collected through Android’s location services, sensed periodically every 10 minutes. Our app uses an existing publicly available library (Emotion Sense library [18]), which can sense location through both GPS and network information. On iPhones, no APIs are provided to schedule periodic data collection. Instead, our app subscribes to the location services provided by the operating system as detailed below.

On iPhones, our app uses an event based mechanism to collect location data. Specifically, location updates occur after a user has traveled a certain distance. When such an event occurs, the app will sense and record the event. Location sensing requires two parameters: desired accuracy and distance filter. The desired accuracy parameter defines the accuracy of location updates, whereas the distance filter defines the distance threshold after which location update event will fire. To optimize battery and location update frequency, we change these parameters dynamically based on a user’s activity. Specifically, we define 5 modes: stationary, moving, verification, vehicle-city, and vehicle-highway. The mode is based primarily on a user’s instantaneous speed, as
shown in Table I (moving includes both walking and running). The desired accuracy of all the modes (except verification mode) is set to 10 meters. The distance filter is larger for higher speed, and is set empirically to 50 meters, 100 meters, 0.5 mile, and 1 mile for stationary, moving, vehicle-city, and vehicle-highway, respectively. The verification mode is entered when we suspect that a user is in a moving vehicle (either vehicle-city or vehicle-highway). We introduce this mode to reduce the impact that a user is wrongly classified as in a moving vehicle (which will increase the distance filter to 0.5 - 1 mile, and miss many location samples when that is not the case).

2) Activity: The sensed activity at a particular point of time can be stationary, walking, running, cycling, in-vehicle, or unknown, associated with a confidence value. For Android, activity is sensed using the Google’s Activity Recognition API, through which the app listens and records events. In particular, activity information is sensed every 10 minutes. For iPhones, the app collects user activity at the time of location update (it is infeasible to do so periodically). Specifically, depending on the phone model, user activity is collected in one of the following two ways. For phone models 5s and above, we use Apple’s core motion API to collect activity information using the phone’s motion co-processors. This is a background service, managed by iOS, that continuously collects activity information from the phone. On each location update event, our app will query the activity information from core motion API for the interval. For iPhone 5c and below, since built-in motion co-processors are not available, using Apple’s core motion API is infeasible. Instead, the app estimates user activity using the instantaneous speed at the time of a location update, as shown in Table I where the speed ranges are set empirically.

### Table I: Activity inference based on instantaneous speed

<table>
<thead>
<tr>
<th>Activity</th>
<th>Speed (meter per second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stationary</td>
<td>0 &lt; x &lt; 0.95</td>
</tr>
<tr>
<td>Walking</td>
<td>0.95 &lt; x &lt; 2.3</td>
</tr>
<tr>
<td>Running</td>
<td>2.3 &lt; x &lt; 11.18</td>
</tr>
<tr>
<td>Vehicle (city)</td>
<td>11.18 &lt; x &lt; 22.4</td>
</tr>
<tr>
<td>Vehicle (highway)</td>
<td>&gt; 22.4</td>
</tr>
</tbody>
</table>

The nine questions evaluates a person’s mental health on one aspect of major depressive disorder. A participant fills in a PHQ-9 questionnaire during the initial assessment, and then on her (his) phone every 14 days. We develop a PHQ-9 app for both iPhone and Android platforms. The app generates a notification when a PHQ-9 questionnaire is due.

### C. Clinical Assessment

Using a Diagnostic Statistical Manual (DSM-V) based interview and PHQ-9 evaluation, a clinician associated with our study classifies a participant as either depressed or not during the initial screening. A participant with depression must be in treatment to remain in the study. Some participants were classified as non-depressed during the initial screening, and later on their PHQ-9 scores reached above 10 or they had suicidal intent due to academic or personal stresses. For all such participants, an appointment with our clinician was scheduled promptly. The clinician verified whether they exhibited depression symptoms, and if so, suggested them to participate in treatment.

### D. Recruitment and Data Collection

Before the start of the recruitment, the study was approved by the University of Connecticut (UConn)’s Institutional Review Board (IRB). To recruit, we advertised the study in September 2015 using an undergraduate mailing list and
fliers that were posted in all major buildings within UConn the campus. Participation was completely voluntary, and participants can exit the study whenever they want. To compensate participants for their time, a $15 Amazon gift card was given for every two weeks of active participation. Every participant needs to sign a written consent form before we install the apps on her (his) phone, and schedule an initial screening appointment for the participant to meet with the clinician. The purpose of the initial screening is to clinically verify whether a participant is depressed or not. For the participants with depressive symptoms, we schedule regular follow-up meetings for them to meet with the clinician (for every two weeks or one month, as determined by the clinician).

To preserve privacy of the participants, we anonymize the participants by assigning each of them a random user ID. The data collected by the apps is encrypted before being stored on the phone, and then sent to a secure server. The data uploading is through WiFi whenever the operating system deems best. Empirically, this occurs sufficient number of times per day to be effective. Uploading data only through WiFi is a design consideration, since WiFi networks are widely and freely available, especially on campus. To ensure the quality of the data, we continuously monitor the data received on the server. If no sensing data has been received from a participant for three consecutive days, we send an email to the participant to check the status. Similarly, when we have not received a PHQ-9 questionnaire from a participant three days after the due date, we send an email reminder to the participant.

We recruited 79 participants from October 2015 until late February 2016 for our study. The participants are aged 18 - 25 and enrolled as full time students at UConn. Of them, 73.9% are female and 26.1% are male. In terms of ethnicity, 62.3% are white, 24.6% Asian, 5.8% African American, and 5.8% have more than one race. The majority of the participants are undergraduates, only 5% are graduate students. All participants use their own smartphones (either iOS or Android) except for two participants (who do not have smartphones and borrowed Android phones from us). Overall, our study group has 25 Android users with phone manufacturers including Samsung, Nexus, HTC, Xiaomi, Motorola and Huawei; and 54 iPhone users. Since almost all the participants used their own phone, we expect to collect data with a reasonably good quality, as people tend to carry and actively use their own phones.

Of the 25 Android users, 6 were classified as depressed and 19 were classified as non-depressed; of the 54 iPhone users, 13 were classified as depressed and 41 were classified as non-depressed. Fig. 2 shows the histogram of average PHQ-9 scores of the participants, where for each participant, we use her average PHQ-9 score during the data collection period. The participants with depression and those without depression are marked with different colors. We see that participants with depression indeed tend to have higher PHQ-9 scores. Thanks to treatment, the PHQ-9 scores of the participants with depression in general decrease over time; some had been in treatment prior to our study, and had relative low scores even at the beginning of their participation.

IV. Feature Extraction

We extract a number of features from location and activity data captured by smartphones. Broadly, these features are in three categories, one based on raw GPS data, one based on location clusters, and the other based on activity data. We next describe these features and the related data preprocessing tasks.

A. Features based on Raw GPS Data

Each GPS location sample is associated with an error (in meters). The distribution of the errors indicates that 90% of the errors is below 100 meters, 96.4% of the errors is below 165 meters, while the remaining errors can be large. We therefore filter out all the samples that have errors larger than 165 meters to retain most of the samples while eliminating the samples with large errors.

Another data preprocessing procedure is dealing with missing data. This task is particularly important for iPhones since the location capture is event based. In other words, if we observe two consecutive locations samples that are far apart in time, it might be because no location update event has been triggered (i.e., the participant has not moved much), or because the app has stopped collecting data during that time period. We use the following heuristic to differentiate these two types of scenarios. Let \( T \) be a threshold. If the interval between two consecutive location samples is above \( T \), then we assume some data is missing. Specifically, suppose \( L_1 \) and \( L_2 \) are consecutive location samples, taken at times \( t_1 \) and \( t_2 \), respectively. If \( t_2 - t_1 > T \), then we assume that the location is \( L_1 \) from \( t_1 \) to \( t_1 + T \), and the location data from \( t_1 + T \) to \( t_2 \) is unknown (and hence we ignore the time period from \( t_1 + T \) to \( t_2 \)). We set \( T \) to be time dependent: during 7am - 10pm, it is 4 hours for weekdays and is relaxed to 6 hours for weekends; other than 7am - 10pm, it is set to 8 hours. This heuristic is determined based on the approximate schedules of college students (all our participants are college students). For Android, missing data is easier to detect since location is sensed periodically every 10 minutes. Due to the variation in phone’s sensing cycle, the intervals of two consecutive location samples can be larger than 10 minutes. On the other hand, we observe that most of the intervals are within 15 minutes. We therefore set \( T \) to 15 minutes for Android.

After preprocessing the data, we extract the following features from the raw GPS data:
Location variance. This feature [26] measures the variability in a participant’s location. It is calculated as

\[
Locvar = \log(\sigma^2_{\text{long}} + \sigma^2_{\text{lat}})
\]

(1)

where \(\sigma^2_{\text{long}}\) and \(\sigma^2_{\text{lat}}\) represent respectively the variance of the longitude and latitude of the GPS coordinates.

Time spent in moving. The feature, denoted as Move, represents the percentage of time that a participant is moving. We differentiate moving and stationary samples using the average moving speed. In PHQ-9, the speed is considered significant if it is larger than 1 km/h. Specifically, we estimate the moving speed at a sensed location. If the speed is larger than 1 km/h, then we classify it as moving; otherwise, we classify it as stationary.

Total distance. Given the longitude and latitude of two consecutive location samples for a participant, we use the Harversine formula [28] to calculate the distance traveled in kilometers between these two samples. The total distance traveled during a time period, denoted as Distance, is the total distance normalized by the time period.

Average moving speed. In PHQ-9 questionnaire, one question evaluates the mental health of a person based on whether she is moving too slowly or quickly. Inspired from this, we define average moving speed, AMS, as another feature.

B. Features based on Location Clusters

To identify the major locations where a participant spends time, we use clustering techniques to identify location clusters. Before applying a clustering algorithm, we first need to preprocess the location data collected on iPhones. This is because location collection on iPhones is event based. Therefore, for a sensed location sample, the amount of time spent at the location is not a constant value (unlike the location data collected on Android phones, which is periodic, and hence the amount of time at a location sample can be assumed to be a constant). To deal with this issue, we add uniform samples at the interval of 1 minute. Specifically, suppose \(L_1\) and \(L_2\) are consecutive location samples, taken at minutes \(t_1\) and \(t_2\), respectively. If \(t_2 - t_1 > 1\), then we divide the interval between \(t_1\) and \(t_2\) into multiple 1-minute bins, and add additional location samples of \(L_1\) for every minute between \(t_1\) and \(t_2\) (based on the data capture mechanism, there is no significant location change before \(t_2\)). The choice of 1 minute is empirical (we do not choose 10 minutes as in Android since the interval between two consecutive location samples can be much smaller than 10 minutes).

We apply clustering techniques to the stationary points (i.e., whose moving speed less than 1 km/h). Specifically, we experiment with two widely used clustering algorithms: DBSCAN [13] and \(K\)-means, and find that DBSCAN is more suitable for clustering our location data. Fig. 3 shows an example. We see that DBSCAN considers the low density regions as outliers (marked as red points), which suits our interests in clustering frequently visited places (\(K\)-means does not mark outliers). In addition, we see that DBSCAN successfully identifies several nearby buildings as separate clusters, while \(K\)-means identifies them as a single cluster only (marked by the blue circles in Fig. 3). We use DBSCAN to cluster locations in the rest of the paper. It requires two parameters, epsilon (the distance between points) and minimum number of points that can form a cluster (i.e., minimum cluster size). Empirically, we find epsilon to be 0.0005 and the minimum number of points to be the number of location samples corresponding to around 2.5 to 3 hours’ stay.

![Fig. 3: Location clusters using DBSCAN (left) and \(K\)-means (right), where different colors represent different clusters; in the results of DBSCAN, red points represent outliers.](image)

We use the following features based on location clusters. They are similar to those in [26] except that the clustering is based on DBSCAN instead of \(K\)-means as described earlier.

Number of unique locations. This feature, denoted as \(N_{\text{loc}}\), is the number of unique clusters from the DBSCAN algorithm.

Entropy. Entropy measures the variability of time that a participant spends at different locations. Let \(p_i\) denote the percentage of time that a participant spends in location cluster \(i\). The entropy is calculated as

\[
\text{Entropy} = -\sum p_i \log p_i
\]

(2)

Normalized entropy. Since the number of location clusters varies among the participants and entropy increases as the number of location clusters increases, we also adopt normalized entropy[26], which is invariant to the number of clusters and depends solely on the distribution of the visited location clusters. It is calculated as

\[
\text{Entropy}_N = \text{Entropy} / \log N_{\text{loc}}
\]

(3)

where \(N_{\text{loc}}\) is the number of unique clusters.

Time spent at home. We use the approach described in [26] to identify “home” for a participant as the location that the participant is most frequently found between 12 am to 6 am. After that, we calculate the percentage of time when a participant is at home, denoted as Home.

C. Features based on Activity Data

We remove all activity samples that are sensed with low confidence. These correspond to the samples marked with confidence below 50% for Android and marked with “low” for iPhones. We then represent activity as either active, inactive or unknown, where inactive represents stationary state, active coarsely represents non-stationary states (i.e.,
walking, running, cycling, and driving), and unknown state is when the API cannot determine the state. This coarse grain classification of activity is helpful in dealing with the heterogeneity of the phone models and potential inaccuracy in classifying activity into fine-grain categories.

The feature based on activity data is **percentage of time in a state**, specifically $T_{active}$ and $T_{inact}$, representing respectively the percentage of time when a participant is active and inactive. Note that their summation is not one since some states are identified as unknown.

**V. Data Analysis**

Our data analysis aims to answer the following three questions: (1) what behavior features are strongly correlated with PHQ-9 scores? (2) can behavior features predict PHQ-9 scores? and (3) can behavior features predict whether one is depressed or not with accuracy comparable to clinical ground truth? In the following, we first present the overall methodology and then present the analysis results in detail.

**A. High-level Methodology**

We consider a “PHQ-9 interval” that ends with the day when a participant fills in a PHQ-9 questionnaire and the previous 14 days (the PHQ-9 questionnaire asks a participant to reflect their behavior in the past 14 days). In other words, each PHQ-9 interval is 15 days long. We regard the amount of sensing data during a PHQ-9 interval as sufficient if there are data in at least 13 days and there are at least 50% of data points for the days with data. Based on the above criteria, we filter out PHQ-9 intervals that do not have sufficient amount of sensing data, and then obtain the various behavior features for each of the remaining PHQ-9 intervals. Visualizing GPS data on Google maps indicates that some participants traveled extraordinarily long distance (e.g., from the US to Europe) during certain PHQ-9 intervals, leading to extreme values (or outliers) in certain behavior features (such as location variance and distance traveled). We identify and remove such extreme values through a combination of visual inspection and outlier analysis. Specifically, a sample (the distance traveled during a PHQ-9 interval) is considered as an outlier if it is larger than three times of the interquartile range of all the samples. The PHQ-9 intervals with traveling distances classified as outliers are removed and not used for further analysis.

After the above data filtering, for GPS related features, we have 148 and 202 valid PHQ-9 intervals for Android and iOS, respectively; for activity related features, we have 190 and 255 valid PHQ-9 intervals for Android and iOS, respectively. While the number of iOS users is around twice as that of Android users, the amount of data is not as large since the iOS app encountered an unexpected data collection problem in the middle of the study; while the problem was resolved eventually, sensing data was not collected successfully during that time period.

Since the data collection on iOS (iPhones) and Android follows different methodologies, we analyze the results for these two platforms separately. For each PHQ-9 interval, we obtain the various behavior features during the interval, and correlate them with the corresponding PHQ-9 score. In addition, we develop multi-feature regression models, using a collection of behavior features as input and the PHQ-9 score as response, to investigate whether behavior features can be used to predict PHQ-9 scores. Last, we use Support Vector Machine (SVM) based classification to investigate whether behavior features can be used to differentiate between depressed and non-depressed participants, and compare the classification results with clinical ground truth. Throughout, multi-feature modeling is done solely with GPS-based features (the first 8 features in Table II), as the last two “activity-based” features have incomplete coverage in the dataset and would have further reduced the relevant sample size.

**B. Correlation Analysis**

Table II presents Pearson’s correlation coefficients between smartphone features and PHQ-9 scores along with p-values (obtained using significance level $\alpha = 0.05$). The results for iPhones and Android are presented in the table. We first present the results for Android and relate the results with those in existing studies, and then present the results for iPhones (no existing study uses locked iPhones on a large scale as in our study).

The correlation results for Android indicate that entropy, normalized entropy, time spent at home and location variance are correlated with PHQ-9 scores. The significant negative correlation between entropy (as well as normalized entropy) and PHQ-9 scores indicates that participants with relatively high PHQ-9 scores tend to have unbalanced routines (they tend to spend more time in a few locations; and the positive correlation between time spent at home and PHQ-9 scores suggests that they tend to spend more time at home). The observation is further confirmed by negative correlation between location variance and PHQ-9 scores. The correlation between the average moving speed and PHQ-9 scores, while negative, has a large p-value. This might be because correlation is measured against the total PHQ-9 score instead of the scores of the individual PHQ-9 questions that particularly relate to this feature. Correlating behavioral features and individual PHQ-9 question scores is left as future work.

Our individual-feature correlation results are largely consistent with the findings in [26], which also finds that entropy, normalized entropy, time spent at home and location variance are correlated with PHQ-9 scores. On the other hand, the magnitudes of the correlations observed in our study are lower than those in [26]). In addition, the study in [26] also finds that time spend moving is correlated with PHQ-9 scores, while the correlation is not significant in our study. The differences in findings between our study and that in [26] might be because our dataset represents a college-student population, most of whom are living on campus so that their routine activities are centered around the campus. In addition, we use DBSCAN (instead of K-means as in [26]) for location clustering.

For iPhones, we find significant negative correlation between the number of unique locations and PHQ-9 scores,
which is not surprising since depression is associated with social isolation [5], [27]. The negative correlation between the time spending moving and PHQ-9 scores is also intuitive, as studies (e.g., [23]) have reported that clinically depressed people tend to be less physically active. For iPhones and Android, we find different features correlated with PHQ-9 scores, which might be because of the different data collection mechanisms (i.e., event-based versus periodic data collection) on these two platforms.

<table>
<thead>
<tr>
<th>Features</th>
<th>r-value</th>
<th>p-value</th>
<th>r-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>LocYvar</td>
<td>−0.15</td>
<td>0.07</td>
<td>−0.03</td>
<td>0.68</td>
</tr>
<tr>
<td>Distance</td>
<td>−0.13</td>
<td>0.11</td>
<td>−0.05</td>
<td>0.48</td>
</tr>
<tr>
<td>AMS</td>
<td>−0.09</td>
<td>0.28</td>
<td>−0.04</td>
<td>0.59</td>
</tr>
<tr>
<td>Move</td>
<td>0.06</td>
<td>0.43</td>
<td>−0.13</td>
<td>0.07</td>
</tr>
<tr>
<td>Entropy</td>
<td>−0.16</td>
<td>0.05</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>EntropyX</td>
<td>−0.21</td>
<td>0.01</td>
<td>−0.08</td>
<td>0.26</td>
</tr>
<tr>
<td>Home</td>
<td>0.18</td>
<td>0.03</td>
<td>0.07</td>
<td>0.33</td>
</tr>
<tr>
<td>Nloc</td>
<td>−0.09</td>
<td>0.28</td>
<td>−0.19</td>
<td>0.007</td>
</tr>
<tr>
<td>Tactive</td>
<td>−0.11</td>
<td>0.12</td>
<td>−0.09</td>
<td>0.15</td>
</tr>
<tr>
<td>Tminact</td>
<td>0.10</td>
<td>0.16</td>
<td>0.06</td>
<td>0.36</td>
</tr>
</tbody>
</table>

| Multi-feature model (linear) | 0.26 | 0.001 | 0.29 | 10^{-5} |
| Multi-feature model (RBF)   | 0.23 | 0.006 | 0.25 | 0.0004 |

TABLE II: Correlation between PHQ-9 score and features extracted from smartphones.

C. Multi-linear Regression Results

To investigate if there exists an amplified collective relationship between (sensor data) behavioral features and PHQ-9 score, we applied both $\ell_2$-regularized $\varepsilon$-SV (support vector) multivariate regression [14] and radial basis function (RBF) $\varepsilon$-SV multivariate regression [7], using the features described above, to estimate PHQ-9 scores for the participants. Throughout, we used leave-one-out cross validation to optimize model parameters and report on the resulting correlation. (For $\ell_2$-regularized $\varepsilon$-SV regression this entails optimization of the cost parameter $C$ and the margin $\varepsilon$; for RBF $\varepsilon$-SV regression, this entails optimization of cost parameter $C$, the margin $\varepsilon$, and the parameter $\gamma$ of the radial basis functions.) To assess the performance for each model, we calculated Pearson’s correlation after cross validation. Table II summarizes these results; the last two rows reflect the $r$ and $p$ values for the multi-linear models discussed above. We note that the $\ell_2$-regularized model exhibits stronger correlation (and smaller $p$-values) than any individual feature; the RBF $\varepsilon$-SV regression model achieves similar performance as the $\ell_2$-regularized model.

D. Classification Results

We trained SVM models with an RBF kernel [7] to assess if the behavioral features extracted from smartphones can monitor and predict clinical depression. The SVM classifiers were trained using the clinical ground truth. For the iOS dataset, 55 of the 202 samples (PHQ-9 intervals) were from clinically depressed participants (labeled by +1, and otherwise labeled by −1). For the Android dataset, 38 of the 148 instances were labeled +1. Due to the unbalanced nature of our problem, we treated false positives differently from false negatives. Thus, there were two hyperparameters in our SVM algorithm: the cost parameter $C$ and the parameter $\gamma$ of the radial basis functions. We used a three-fold cross validation (CV) procedure to choose the values of $C$ and $\gamma$. Specifically, we selected both $C$ and $\gamma$ from the following choices $2^{-15}, 2^{-14}, \ldots, 2^{14}, 2^{15}$, and choose the values that gave the best validation $F_1$ score. The $F_1$ score, $= 2(\text{precision} \times \text{recall})/(\text{precision} + \text{recall})$, can be interpreted as a weighted average of the precision and recall, ranges from 0 to 1, and the higher, the better. After choosing the best choices of $C$ and $\gamma$ in the first round of CV, we repeated the three-fold CV ten times with the chosen values, and reported the average and standard deviation of the ten $F_1$ scores.

We repeated the above SVM training procedure in four settings: two for iOS experiments and the other two for Android experiments. In the first experiment, we only used sensing features as predictors whereas in the second experiment, we included PHQ-9 scores as an additional predictor. We observed an average score of 0.81 and 0.82 with a standard deviation of 0.03 and 0.05 for iOS and Android respectively when only sensing features were used in the classifiers. When PHQ-9 scores were used as an additional input feature, the $F_1$ scores were improved significantly with an average value of 0.84 and 0.86 with a standard deviation of 0.04 and 0.04 for iOS and Android respectively. We additionally tested if PHQ-9 scores alone can be a good predictor in predicting clinical diagnosis. The best $F_1$ score based on thresholding PHQ-9 scores in the union of iOS and Android users was 0.55 where the optimal threshold was 11. Table III summarizes the results, where the values in parenthesis represent the standard deviations, and $P$, $R$ and $S$ represent precision, recall and specificity, respectively.

We further used 5 and 10 as cutoff values to threshold PHQ-9 scores to classify clinically depressed subjects from other participants. These thresholds are generally used in clinical settings to identify mild and moderate depression. The $F_1$ score was 0.51 and 0.52, respectively. All these experiments show that smartphone sensing data can be valuable to improve clinical diagnosis of depression in addition to the widely-used PHQ-9 scores.
VI. CONCLUSION AND FUTURE WORK

In this paper, we have collected smartphone sensing data, PHQ-9 questionnaire responses and clinical assessment to study the efficacy of various machine learning tools (regression and SVM classifiers) to predict clinical diagnoses and PHQ-9 scores based on behavioral data. Our results suggest that behavioral data from smartphones captures relevant features that are not reflected by PHQ-9 scores, and hence, combined with machine learning techniques, can provide a promising direction for automatically detecting depression on a large scale.

Our future work is in several directions. Firstly, it would be interesting to explore leading or lagging correlations, which (among other things) might lead to the discovery of causal relationships, which could then lead to proactive interventions. Secondly, our current study does not consider the severity of depression; taking depression severity into consideration is an interesting future direction. Thirdly, we will identify more behavioral features and investigate other machine learning models to predict depression.
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