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ABSTRACT
In this paper, we propose a practical scheme, called Non-Binary
Joint Network-Channel Decoding (NB-JNCD) for reliable commu-
nication in wireless networks. It seamlessly couples channel cod-
ing and network coding, and can effectively combat the detrimen-
tal effect of fading of wireless channels, especially in large net-
works. On a high order Galois field, NB-JNCD combines non-
binary LDPC channel coding and random linear network coding
through iterative joint decoding, which helps fully exploit the spa-
tial diversity and redundancy residing in both codes. Furthermore,
the scheme can unify non-binary source coding and high order
modulation without the need of any bit-to-symbol conversion and
its inverse. Through analysis and simulation, we demonstrate the
significant performance improvement of NB-JNCD against other
schemes.

Categories and Subject Descriptors
H.1.1 [Models and Principles]: Systems and Information The-
ory—value of information

General Terms
Design Reliability

Keywords
Non-binary joint network-channel coding, large wireless network

1. INTRODUCTION
Compared to wire line communication, wireless communication

suffers from high and time-varying packet loss due to the detri-
mental effect of fading of wireless channels. One method to pro-
vide reliable communication is using redundant information, which
can be added either inside a packet (bit/symbol level or physical
layer) or across multiple packets (packet level or network layer).
The former is called error-correction and the latter is referred to as
erasure-correction.
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Channel coding is a conventional error-correction technique adopted
for point-to-point communication in wireless environments. It is
implemented at the physical layer to recover erroneous bits/symbols
through redundant parity check bits/symbols appending to a packet.
The error recovery capability depends on the specific coding strat-
egy and the amount of redundant bits/symbols. Channel coding
has been widely employed in practical wired and wireless systems.
In [24], Lin et al. described many sophisticated channel coding
schemes, such as Reed-Solomon code, convolution code, Turbo
code and low-density parity-check (LDPC) code. Many schemes
have sound performance and can approach the channel capacity of
non-fading channels. However, when a channel experiences slow
and deep fading, the performance of channel coding degrades dra-
matically. In such a case, the communication through the channel
cannot continue and packet loss will occur.

Erasure-correction is another technique for reliable communica-
tion through extra protection from redundant packets. This tech-
nique operates on packet level at the network layer. Generally, if
there are K original packets, then more than K packets will be gen-
erated by an erasure-correction coding scheme and transmitted to
the destination. The destination can recover all the original pack-
ets with any K independent successfully received packets. In this
way, erasure-correction codes establish relationship across packets
to provide additional protection. There are two types of erasure-
correction methods: Forward Error Correction (FEC) and network
coding. In a FEC method, the source generates all original and
redundant packets, while in network coding, temporal and spatial
diversities are exploited through multiple channels by allowing the
intermediate nodes to generate redundant network-coded packets
in a distributed manner.

Network coding was first introduced to achieve the multicast ca-
pacity in wired lossless networks [1]. The studies in [18, 19, 30]
extended network coding to wireless networks, again focusing on
lossless channels. Later, Guo et al. proposed an efficient error re-
covery scheme using network coding for lossy erasure channels in
underwater sensor networks [9, 10]. They showed that random lin-
ear network coding is simple and efficient in large multi-hop wire-
less networks. Recently, Chen et al. applied network coding to user
cooperation in one hop systems with single common destination,
where multiple users can relay packets for each other [7]. Through
analysis and simulation, these approaches have shown that network
coding can reduce system outage probability significantly.

Obviously, error-correction coding and erasure-correction cod-
ing can be implemented simultaneously at physical layer and net-
work layer respectively. However, conventional methods treat them
separately, which introduce lots of waste: erasure-correction de-



Figure 1: A simple topology with two sources, two relays and
one sink.

coding cannot take advantage of the redundant information in the
packets that fail channel decoding and hence are discarded at the
physical layer, while error-correction decoding cannot take advan-
tages of the network layer collaborations. Recently a number of re-
search efforts have tried to unify the two types of coding schemes [5,
14, 12, 2, 32, 17, 27, 26, 25]. These studies use a simple topology
with only one relay, binary channel coding, binary XOR network
coding or unpractical physical layer network coding for the sake of
easing theoretic analysis. In this paper, we propose a practical joint
network-channel coding scheme, called Non-Binary Joint Network-
Channel Decoding (NB-JNCD) for large wireless networks. NB-
JNCD seamlessly couples non-binary LDPC channel coding and
non-binary random linear network coding. We will first present the
proposed scheme using a simple topology with two sources and
two relays. After some fundamental theoretical analysis and per-
formance evaluation, we will describe how to extend the scheme to
large wireless networks. Compared with other schemes, NB-JNCD
will be shown to achieve significant performance gain.

The rest of the paper is organized as follows. We first present
a two-source two-relay topology and some preliminaries for the
proposed NB-JNCD scheme in Section 2. We then describe the
NB-JNCD coding and decoding procedures in Section 3. Theo-
retic analysis and simulation evaluation are presented in Sections 4
and 5 respectively. The application of NB-JNCD in large multi-hop
wireless networks is studied in Section 6. Finally, related work is
briefed in Section 7 followed by conclusions of the paper and future
work in Section 8.

2. TOPOLOGY AND PRELIMINARIES

2.1 Topology
We first consider a simple two-source two-relay topology as shown

in Fig. 1. In this topology, two sources, S1 and S2, transmit two in-
dependent packets, x1 and x2, to a common sink, T , with the help
of two relays, R1 and R2. To focus on the joint decoding procedure
at the sink node, we assume the channels between the sources and
the relays are lossless (Our scheme does not have such a require-
ment, see Section 6). This simple topology is used to demonstrate
the benefit of the proposed scheme; extensions to large complex
topologies with all lossy channels will be described in Section 6.
Upon receiving x1 and x2, the two relays, R1 and R2, will for-
ward redundant packets, y1 and y2 (whose contents determine the
level of collaborations), to the sink respectively. In this way, the
sink node will see four packets, x1 from source S1, x2 from source
S2, y1 from relay R1 and y2 from relay R2.

2.2 Channel Model
We assume that all lossy channels suffer from slow fading: fad-

ing keeps constant across one packet and varies from packet to
packet independently (a.k.a block fading). We model the channel
as Rayleigh fading with additive white Gaussian noise:

y = hx + w, (1)

where y ∈ C, x ∈ C and w ∈ C denote the received signal, the
transmitted signal and the additive noise respectively, and h ∈ C
denotes the fading coefficient. Since |h| follows the Rayleigh dis-
tribution, |h|2 follows an exponential distribution with mean 1/λ.
Thus the probability density function (pdf) of |h|2 can be written
as:

p(z) = λe−λz (z = |h|2). (2)

Moreover, w is modeled as a zero-mean complex Gaussian random
variable with two-dimensional variance N0. Then the transmit sig-
nal to noise ratio (SNR) can be defined as γ = Es/N0, where
Es = E{|x|2}. Thus the instantaneous receive signal to noise ra-
tio is γ|h|2 = Es|h|2/N0 and the average receive signal to noise
ratio is γE{|h|2} = Es/λN0. Here E{.} denotes the expectation
operation.

2.3 Channel Coding
In the proposed NB-JNCD, we choose non-binary irregular low-

density parity check (LDPC) codes presented in [16] as the chan-
nel coding scheme. The rationales behind this are: 1) LDPC code
can be graphically represented using factor graph; 2) the chan-
nel coding/decoding on non-binary Galois field can be seamlessly
combined with the network coding/decoding; 3) the LDPC codes
presented in [16] can approach the channel capacity of non-fading
channels. A non-binary LDPC is specified by a parity check matrix
H of size m × n and a generator matrix G of size k × n, which
satisfy the relationship HGT = 0. Both H and G have elements
taken from GF(2q).

2.4 Network Coding
In the proposed NB-JNCD, we choose non-binary random linear

network coding as the network coding scheme. Firstly, previous
studies in [9, 10, 15, 21, 23, 33] have showed that random lin-
ear network coding is efficient and sufficient. Secondly, network
coding performing non-binary operations on a high order Galois
field can provide independent network codes with high probability.
Thirdly, the randomness of such network coding scheme renders
itself applicable to large networks as it allows distributed operation
on each node without interrupting others. Lastly, when non-binary
random linear network coding is combined with non-binary LDPC
codes, the encoding and decoding procedures can be significantly
simplified: bit-to-symbol conversion and its inverse is not needed
and non-binary source coding and high order modulation can be
unified without any conversion.

3. NB-JNCD: CODING AND DECODING
In this section, we present the coding and decoding procedures

of the proposed NB-JNCD using the topology shown in Fig. 1. We
assume that all packets and operations are based on symbols (with
q bits each) and Galois field GF(2q).

3.1 Code Construction
Referring to Fig. 1, we assume that source S1 generates a packet

u1 with k symbols from Galois field GF(2q), then encodes it into



x1 using a non-binary LDPC encoder specified by a generator ma-
trix G1 of size k × n as:

x1 = u1G1, (3)

where x1 and u1 are row vectors of length n and k respectively.
Thus the channel code rate is rc = k/n. Similarly, the packet
generated at source S2 can be obtained as x2 = u2G2, where G2

is the code generator matrix. For simplicity, we assume that the
size of G2 is also k× n. Thus the channel code rate is the same as
that for source S1.

Assume two packets x1 and x2 are broadcasted respectively to
the relays and the sink uses orthogonal channels (at different time
slots or via different frequencies). After receiving packets from the
sources (recall that the channels between the sources and the relays
are lossless), the relays first decode and obtain the original packets,
then generate packets using network coding and non-binary LDPC
channel coding. The two network codes at relays R1 and R2 are
represented as

y1 = α11u1G11 + α12u2G12,

y2 = α21u1G21 + α22u2G22,
(4)

where the network coding coefficients αij (i, j = 1, 2) are drawn
randomly from GF(2q) and the generator matrices Gij (i, j =
1, 2) are assumed to be of size k × n. Packets y1 and y2 will
be sent to the sink from R1 and R2 respectively.

At the sink node, four packets, x1, x2, y1 and y2 will be re-
ceived. The sink node forms a longer code as follows:

[x1 x2 y1 y2] = [u1 u2]

»
G1 0 α11G11 α21G21

0 G2 α12G12 α22G22

–
. (5)

Here we assume that the network coding coefficients can be con-
veyed to the sink without error. The code in (5) can be viewed as an
integrated channel code with packets [u1 u2] and generator matrix
G′ which is specified by

G′ =

»
G1 0 α11G11 α21G21

0 G2 α12G12 α22G22

–
. (6)

If we define the network code rate rn as the percentage of direct
received packets over all received packets at the sink, we will have
rn = 2/4 for the communication scenario discussed above. Thus,
the integrated code is of rate r = rc × rn.

Given the generator matrix G′, one can apply Gaussian elimi-
nation algorithm to obtain the corresponding parity check matrix
H′, which satisfies H′G′T = 0. One option for decoding is to
adopt some variants of belief propagation operating on H′. How-
ever, it is usually hard and sometimes infeasible to perform this
kind of decoding. This is because: 1) the integrated belief propa-
gation decoding is too complicated; and 2) such decoding scheme
will not provide good performance because H′ is not sparse in gen-
eral. Thus, we propose a simple iterative joint decoding algorithm,
which will be described next.

3.2 Iterative Joint Decoding
In this section, we present a two-tier iterative joint network-

channel decoding scheme, which implements soft decoding and al-
lows information exchange inside and across packets.

For simplicity, we assume that all the generator matrices Gi (i =
1, 2) and Gij (i, j = 1, 2) are the same, denoted as G. Now we

Figure 2: Factor graph representation of the integrated code.

Figure 3: The procedure of iterative joint network-channel de-
coding.
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G = M×U×G. (7)

The left hand of (7) forms a matrix of size 4×n, in which each row
captures the relationship among symbols inside a packet defined
by channel coding, G, and each column captures the relationship
among symbols on corresponding position of different packets de-
fined by network coding, M.

The integrated code can be represented by a factor graph as il-
lustrated in Fig. 2. In this figure, circles and solid rectangles rep-
resent symbol nodes and parity check nodes of the channel coding
respectively, and blank rectangles represent constraint nodes of the
network coding. Each symbol node (circle) is connected to one
constraint node (blank rectangle) and several parity check nodes
(solid rectangles). In this way, connections among all the symbols
are established, allowing information to be exchanged through the
links (connections) and be jointly exploited for error recovery.

The proposed joint network-channel decoding relies on iterative
message exchange between two processing components, channel
decoding with G and network decoding with M. The type of mes-



sages exchanged can be a probability mass function (pmf) over the
Galois field or its log domain version (See [16] and the references
therein). The channel decoding component, G, can be decoded
through some variants of belief propagation, thanks to the sparsity
of the code parity check matrix H. The channel decoding proce-
dure works in an iterative manner. It is comprised of symbol node
updating and parity check node updating. Let us take the channel
decoding of packet x1 as an example. Channel decoding of x1 is
performed using information from the channel and possible a pri-
ori information from the network decoding component. After a
maximum of L iterations of channel decoding, each symbol node
of x1 exports extrinsic information to be used by the network de-
coding component, and the number of unsatisfied parity checks can
be calculated via c1 = Hx̂1 based on a tentative decision x̂1. The
smaller the number of nonzero entries in c1, the more trustable the
packet x1 and the sooner packet x1 can be decoded. Therefore, the
number of unsatisfied parity checks in c1 can be used as a metric of
the goodness of packet x1. In particular, c1 = 0 means decoded.

As for the network decoding component, we use a selection up-
dating rule. Suppose that any two rows of M are linearly indepen-
dent (this assumption holds for NB-JNCD with high probability
over a high order Galois field), then any row can be represented as
a linear combination of any two other rows. Thus, we can update
the a priori information of symbols in a packet using extrinsic in-
formation of symbols in two other best packets (a packet is said to
be better if it has smaller number of unsatisfied parity checks). Let
us take the network updating of packet x1 as an example. x1 can
be represented as a linear combination of x2 and y1, x2 and y2, or
y1 and y2. If packets x2 and y1 are better than packet y2, then we
will use x2 and y1 to update x1. This selection updating rule can
be easily generalized to any M.

The whole decoding process can start with either channel decod-
ing or network decoding. Fig. 3 illustrates one possible schedule
which starts with channel decoding. L iterations of channel decod-
ing and one iteration of network decoding is called a round. The
decoding procedure continues round by round until all packets are
correctly decoded or the maximum number of rounds is reached
with a failure claimed. Except for the first round, a symbol node
could combine the channel information and the updated a priori in-
formation from the network decoding component to perform chan-
nel decoding.

4. ANALYSIS
In this section, we analyze the diversity and capacity gains of

NB-JNCD compared to three reference schemes as described be-
low.

• Direct Transmissions without Relays
In this scheme, the two sources S1 and S2 directly transmit
packets to the sink. If we use the same form as (7) to repre-
sent this scheme, the network coding matrix M can be writ-

ten as MT =

„
1 0 0 0
0 1 0 0

«
. This scheme will be used

as a baseline for comparison. To make the comparison fair,
we set the transmission power at the sources in this scheme
twice as that in other schemes.

• Direct Transmissions with Relays
In this scheme, in addition to the direct transmissions to the
sink, each source has one relay forwarding information for it.
Thus, the network coding matrix M for this scheme becomes

MT =

„
1 0 1 0
0 1 0 1

«
.

• Binary Joint Network-Channel Decoding (Binary JNCD)

As most existing research (See Section 7) generates network
codes applying binary XOR operation, we abstract these ap-
proaches as a binary joint network-channel decoding scheme.
In Binary JNCD, the channel codes are the same as those
used in NB-JNCD, while the network coding coefficients
α11 = α12 = α21 = α22 = 1. Thus the network cod-
ing matrix M can be correspondingly presented as MT =„

1 0 1 1
0 1 1 1

«
.

4.1 Diversity Analysis
We treat the two packets, u1 and u2, as a generation of size 2.

Then the redundancy in network coding allows the sink to recover
the whole generation from a subset of received packets. This is due
to the fact that packets transmitted through independent channels
can provide spatial diversity. To ease our analysis, we assume that
all lossy links in Fig. 1 are identical and independent, with link
outage probability Pe. We define the probability when at least one
packet in a generation cannot be recovered as generation error rate
(GER). Further, we define the exponential power of the PER/GER
expression as diversity order. In the following, we calculate PER
(packet error rate) and GER for all the four schemes discussed be-
fore.

4.1.1 Direct Transmissions without Relays
Recall that in this scheme, the sources transmit with power dou-

bled. Thus the link outage probability P ′e for this scheme is less
than Pe. We have

PERD = P ′e.

GERD = 1− (1− P ′e)
2 = 2P ′e − P ′2e = 2P ′e + o(P ′e).

(8)

4.1.2 Direct Transmissions with Relays
In this scheme, by exploiting spatial diversity from two indepen-

dent channels, the probability that both direct transmissions and
relay transmissions are corrupted will be significantly reduced as

PERDR = P 2
e . (9)

Since no collaboration exists between the two packets in a genera-
tion, the GER can be obtained as

GERDR = 1− (1− PERDR)2 = 2P 2
e + o(P 2

e ). (10)

4.1.3 Binary JNCD
In this scheme, the contents of the two network codes, y1 and

y2, are identical. Thus the network codes can be treated as one
code, say y. Then the outage probability Py = PERDR = P 2

e .
Without loss of generality, we take packet x1 as an example for the
analysis of PER. Packet x1 cannot be recovered only when x1 and
at least one of x2 and y are corrupted. Thus we have

PERB = Pe(1− (1− Py)(1− Pe)) = P 2
e + o(P 2

e ). (11)

Similarly, a generation error will happen when more than two pack-
ets among x1, x2 and y are corrupted. Thus we can get

GERB = P 2
e Py +2PePy(1−Pe)+P 2

e (1−Py) = P 2
e + o(P 2

e )
(12)

4.1.4 NB-JNCD
In the presence of more than one relay, binary XOR operation

is not enough. This is because the successful reception of network
codes, y1 and y2, alone cannot recover the original packets at the



sink. However, this drawback can be eliminated by extending cod-
ing operations to a high order Galois field as in NB-JNCD. When
the size of the Galois field increases, any two rows of the corre-
sponding matrix M will become linearly independent with a high
probability, which renders that any two packets can recover all oth-
ers. Thus we can easily obtain PER and GER for NB-JNCD as
follows:

PERNB = Pe(P
3
e +

 
3

2

!
P 2

e (1− Pe)) = 3P 3
e + o(P 3

e ).

GERNB = P 4
e +

 
4

3

!
P 3

e (1− Pe) = 4P 3
e + o(P 3

e ).

(13)

In short, the diversity order of GER equals to the minimum num-
ber that renders the residue matrix of M to be not full column-rank
after deleting that amount of rows. The diversity order of PER for
source S1 is equal to the minimum number that renders the row
space of the residue matrix of M to not contain the subspace ex-
panded by (1, 0) after deleting that amount of rows. This principle
can be generalized to any generation size K.

Discussions: As we see, in Direct Transmissions without Relays,
the error rate decreases linearly with the link outage probability P ′e.
While both Direct Transmissions with Relays and Binary JNCD
can reach diversity order of 2, NB-JNCD achieves diversity order
of 3, which is optimal in the two-source two-relay topology from
the diversity point of view. This indicates that the error rates in
NB-JNCD decrease much faster than those in other schemes.

So far, our analysis has not considered joint decoding across
packets, which accounts for coding gain. Next, we present our
analysis from the capacity point of view.

4.2 Capacity Analysis
Recall that we assume all lossy links in Fig. 1 are independent

and obey the same fading distribution with parameter λ (See Sec-
tion 2). The instantaneous receive signal to noise ratio is γ|hi,j |2,
where γ = Es/N0, and hi,j is the fading coefficient of the channel
from sender i to receiver j. The maximum amount of information
carried per channel can be expressed as Ii,j = log2(1 + γ|hi,j |2).

The capacity analysis for point to point channels and single re-
lay channels have been well studied in the literature. According to
Shannon’s coding theory, we can directly obtain the necessary con-
ditions for successful recovery of both packets in a generation for
Direct Transmissions without Relays as:

(
Ix1 = log2(1 + 2γ|hS1,T |2) > rc

Ix2 = log2(1 + 2γ|hS2,T |2) > rc

(14)

where 2γ accounts for the twice transmission power in the scheme.
The corresponding GER bound can be expressed as

GERdirect = 1− P (Ix1 > rc)P (Ix2 > rc). (15)

Assisted by relays, the capacity of the system can be significantly
increased. Since the network coded packets, y1 and y2, carry par-
tial information of the original packets x1 and x2, the necessary
conditions for successful recovery of a generation can be repre-
sented as ([8])

8
>><
>>:

1

4
(IS1,T + IS2,T + IR1,T + IR2,T ) > r

(IS1,T + ξ11IR1,T + ξ21IR2,T ) > rc

(IS2,T + ξ12IR1,T + ξ22IR2,T ) > rc

(16)

where ξ11 + ξ12 = 1 and ξ21 + ξ22 = 1 (ξ11, ξ12, ξ21, ξ22 ∈
[0, 1]). The first inequity accounts for the necessary condition to
recover both original packets, and the other two represent the con-
ditions to recover each packet with the help of the two relays re-
spectively. The coefficients ξ11, ξ12, ξ21, ξ22 are referred to as in-
formation splitters, because the two original packets share the re-
dundant information in the network codes. The exact values are
difficult to decide and they may vary under different channel con-
ditions. Thus, we weaken the conditions to obtain a loose upper
bound of the system capacity as
8
>><
>>:

I ′(x1,x2) =
1

4
(IS1,T + IS2,T + IR1,T + IR2,T ) > r

I ′x1 = (IS1,T + IR1,T + IR2,T ) > rc

I ′x2 = (IS2,T + IR1,T + IR2,T ) > rc

(17)

and the corresponding GER upper bound can be expressed as

GERrelay = 1− P (I ′(x1,x2) > r)P (I ′x1 > rc)P (I ′x2 > rc)
(18)

This upper bound is obtained under the assumption of using per-
fect channel codes and network codes. In next section, through
simulation we will show that the performance of the proposed NB-
JNCD scheme approaches this upper bound with acceptable perfor-
mance loss.

5. PERFORMANCE EVALUATION
We now present extensive simulation results to demonstrate the

benefits of the proposed NB-JNCD scheme. Comparison with other
schemes and the capacity bounds are also included.

5.1 Simulation Setup
Two sources S1 and S2 generate packets of length k = 800 sym-

bols over GF(24), where each symbol corresponds to 4 bits. Using
a non-binary irregular LDPC code of rate rc = 0.8 over GF(24),
whose average column weight is 2.8 [16], the original packets u1

and u2 are encoded into x1 and x2 respectively, each of length
n = 1000 symbols. After receiving the packetsx1 and x2, the re-
lays R1 and R2 perform random linear network coding. Although
the coefficients for NB-JNCD network coding can be randomly
drawn from GF(24), which renders any two rows of the obtained
matrix M linearly independent with high probability [21], we here
set the coefficients as α11 = α12 = 7, α21 = 12, and α22 = 13
for simplicity. All lossy links in Fig. 1 are assumed to be inde-
pendent and have the same fading distribution. We adopt BPSK
modulation in all simulations other than those in Sections 5.6 and 6
where 16QAM modulation is employed to achieve high bandwidth
efficiency. Using the metrics of generation/packet/symbol error
rates, we compare the following four schemes: direct transmissions
without relays, direct transmissions with relays, binary JNCD, and
NB-JNCD. For a fair comparison, the transmission power in the
scheme of direct transmissions without relays is doubled as in other
schemes, which renders the total energy consumption the same.

5.2 Overall Performance Comparison
Fig. 4 shows the performance comparison of different schemes

under various average receive SNR, where simulation is conducted
until GER is below 10−3. We observe that NB-JNCD outperforms
other schemes under all metrics, especially at high SNR. Specif-
ically, at GER of 10−3, NB-JNCD outperforms direct transmis-
sions without relays by about 20 dB, while outperforms the other
two schemes by 3 to 5 dB.

The performance curves in Fig. 4 agree with the diversity anal-
ysis in Section 4 very well. We can see that direct transmissions
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Figure 4: Performance comparison of NB-JNCD with other schemes.

without relays exibits a diversity order of 1, due to the lack of col-
laboration. Both direct transmissions with relays and binary JNCD
schemes achieve diversity order of 2, thanks to the spatial diversity
provided by the the relays Rendering any two rows of the network
coding matrix M linearly independent by drawing elements from a
high-order Galois field, NB-JNCD achieves a diversity order of 3,
which is optimal in this particular case.

It is also interesting to note that although binary JNCD uses net-
work coding to exploit the cooperation between packets, it does not
outperform the direct transmissions with relays on PER and symbol
error rate (SER). However, it achieved a performance gain about 3
dB at GER around 10−3. This observation can be verified from (9)-
(12). In direct transmissions with relays, the two packets x1 and x2

are independent, whereas in binary JNCD an coopeation has been
built between them through network coding. Hence, both packets
in binary JNCD will be either recoverable at the same time or unre-
coverable. This property may be desirable in scenarios, e.g., packet
splitting and in-network processing, where only the reception of the
whole generation is meaningful to the sink.

In Fig. 4(a), we also plot two curves corresponding to the capac-
ity bounds in (15) and (18), which are obtained through numerical
integration. The capacity limit on direct transmissions indicates the
best performance achievable by channel coding alone. We observe
that the used non-binary LDPC code can approach the outage ca-
pacity limit of the block fading channel within 3 dB; it approaches
the Shannon limit of BPSK modulation over AWGN channel within
1.2 dB at PER of 10−4 [16]. The capacity limit on relay network
represents an upper bound of the relay network under consider-
ation, which holds for any scheme utilizing relays. We see that
NB-JNCD is the closest to this upper bound with about 6 dB per-
formance loss while sharing the same diversity order with the upper
bound.

5.3 Joint Decoding Gain
One advantage of NB-JNCD is that the iterative joint decoding

process allows information to be exchanged not only within each
packet, but also across the packets, which further improves the de-
coding performance. Separate network-channel decoding (SNCD)
schmes treat channel codes and network codes separately, where
channel decoding is followed by network decoding with no itera-
tion. For SNCD, the soft information in those packets with channel
decoding failures will be wasted. Fig. 5 demonstrates the advan-
tage of NB-JNCD over NB-SNCD. Although both schemes have
the same diversity order, JNCD can outperform SNCD by about 2
dB on average.
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Figure 5: The gain of joint decoding over separate decoding.

5.4 Impact of Joint Decoding Procedure
One round of joint network-channel decoding procedure includes

L iterations of channel decoding and one network decoding. One
interesting problem is how the choice of L will impact the perfor-
mance and complexity.

Note that the average row weight of the used LDPC code’s parity
check matrix is 2.8/(1−rc) = 14, that is, the average degree of the
filled rectangle node in Fig. 2 is 14, while the degree of the blank
rectangle nodes in Fig. 2 is only 4. Hence, check node updating
of in channel decoding is much more complex than that in network
decoding. For ease of comparison, we ignore the complexity of the
network decoding process. We vary the number of iterations L in
each round from 6 to 1. Intuitively, the smaller L is, the more fre-
quently information is exchanged across packets through network
decoding. We observe that different L values lead to similar per-
formance, but with different decoding complexity. Fig. 6 depicts
the average number of channel decoding iterations over recovered
generations with different L ; note that the number of iterations of
unrecovered generations are not counted in. The average number
of channel decoding iterations for every packet is less than 1 at high
SNR is due to the fact that some packets can be decoded without
channel decoding iterations. It can be seen that NB-JNCD requires
less number of iterations when L decreases. This reveals the fact
that frequent information exchange through network decoding can
speed up the channel decoding process. It is better to dynamically
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Figure 7: Different schemes under the same overall code rate.
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Figure 6: Average number of channel decoding iterations for
decoded generations.

tune the value of L adaptively according to the channel conditions
in real scenario.

5.5 Where to Put the Redundancy?
NB-JNCD exploits the redundancy in both channel codes and

network codes. An interesting question is: with a fixed total code
rate r = rc × rn, how shall we split redundancy in the channel
codes network codes? Berger et al. optimized the code rate assign-
ment in joint error- and erasure-correction coding and claimed that
more redundancy across packets is desirable in severe fading chan-
nels [6]. We have used rc = 0.8 and rn = 0.5 in our simulations.
By removing one relay which leads to rn = 2/3, we can put more
redundancy in channel coding with rate rc = 0.6 while keeping the
total code rate unchanged. The performance comparison is shown
in Fig. 7. Having only one relay, the new scheme can achieve a
diversity order of at most 2. We observe that the performance of
the new scheme is slightly better than that of binary JNCD with
two relays, but much worse than that of NB-JNCD with two relays.
Since there will be multiple relays available in large networks, it is
beneficial to exploit network cooperations rather than put too much

effort on protecting a single channel. The potential benefits of NB-
JNCD in large wireless networks will be illustrated in Section 6.

5.6 Using High Order Modulation
Practical communication systems often employ high order mod-

ulation to increase the spectral efficiency. In NB-JNCD, all opera-
tions are executed on symbols in a high order Galois field. Using
modulations having the same size as the Galois field, each coded
symbol can be directly mapped onto a constellation point. All en-
coding/decoding and modulation/demodulation processes can be
unified without the need of bit-to-symbol conversion and its in-
verse.

Fig. 8 presents the results with 16QAM modulation, which leads
to a spectral efficiency of 4 × r = 1.6 bits/s/Hz compared with
r = 0.4 bits/s/Hz for BPSK modulation. The two capacity bounds
in Fig. 8 are obtained by augmenting the right hand sides of (14),
(16), and (17) by four times since each 16QAM symbol carries
four bits. Accouting for the fact that each bit transmission only
gets 1/4 of the symbol power, the results in Fig. 8 are comparable
with those in Fig. 4 and all conclusions for BPSK hold true for
16QAM modulation. The gap between NB-JNCD and the capacity
upper bound with 16QAM is about 4 dB which shows a gain about
2 dB over the case with BPSK, because 16QAM is more bandwidth
efficient than BPSK.

6. EXTENSION TO LARGE NETWORKS
Using a simple topology with two sources, two relays and one

sink, we have demonstrated the benefits of our proposed NB-JNCD
scheme through both analysis and simulation. In this section, we
describe how NB-JNCD can be applied in large, multi-hop net-
works.

6.1 NB-JNCD in General Wireless Networks
In a large, multi-hop wireless network, every link may suffer

from the detrimental effect of fading. When a link is in deep fad-
ing, high packet loss happens and the communication through the
link cannot continue. Thus, traditional unicast routing protocols de-
signed for wire line networks, which usually take the shortest path
for information delivery, are vulnerable to individual link loss and
cannot provide reliable service for end-to-end communication. One
alternative way is to rely on multi-path routing where more than one
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Figure 8: Performance comparison with 16QAM modulation.

routes exist for the source to reach the destination. When there exist
several independent messages to be transmitted to the same destina-
tion in the network, instead of performing simple store-and-forward
operations at the intermediate nodes, network coding, which allows
the intermediate nodes to encode the incoming packets before for-
warding, can be employed to achieve better performance [9].

Without loss of generality, assume that a source, or K separate
sources, generates K packets represented as ui, (i = 1, . . . , K)
with each packet containing k symbols from GF(2q). These K
packets, expanding a packet space of dimension K, will be encoded
using non-binary LDPC coding followed by random linear network
coding before they are injected to the network. For simplicity, we
assume that all nodes use the same channel coding generator matrix
G. For an intermediate node, suppose that it receives M packets,
x1, . . . ,xM . which are already network encoded and can be ex-
pressed as xi =

PK
j=1 αijujG. Thus, we have

0
B@

x1

...
xM

1
CA =

0
B@

α11 . . . α1K

...
...

...
αM1 . . . αMK

1
CA

0
B@

u1

...
uK

1
CAG (19)

The network coding matrix M = [αij ] is of size M ×K. Assume
that the row space of M is of dimension K′ (K′ ≤ min{K, M}).
Then the intermediate node can recover at most K′ independent
packets. If K′ = M , i.e., when an independent packet arrives,
there is no redundant packet, then channel decoding is applied to
each packet separately. If K′ < M , i.e., when a dependant packet
arrives, there exist redundant packets and the proposed iterative
joint network-channel decoding can be applied to exploit the re-
dundancy for error recovery. Assume that M ′ packets are success-
fully decoded as x′i =

PK
j=1 α′ijujG. Then the relay can re-

generate arbitrary N (depending on the specific schemes) network
codes using random linear network coding as yi =

PM′
j=1 βijx

′
j =PK

k=1 γikukG (1 ≤ i ≤ N ), where βij is randomly drawn from
GF(2q) and γik =

PM′
j=1 βijα

′
jk. In this way, nodes in the network

can work in a distributed manner, where later received packets can
be directly added into the decoding process without any interrup-
tion.

At the destination node, to recover the whole generation, the
number of received packets should be no less than K and the cor-
responding matrix M should be full-column rank. Thus, an appro-
priate routing algorithm should guarantee the destination to receive
enough packets. Otherwise, retransmission should be triggered.

Figure 9: A wireless network with A and B communicating
with H .

6.2 Performance in Large, Multi-hop Wireless
Networks

In this section, we evaluate the performance of NB-JNCD in a
large multi-hop network, illustrated in Fig. 9. In this network, two
sources, A and B, intend to send a sequence of generations to H ,
and each generation contains two packets having one packet from
each source. Due to the broadcasting nature of wireless transmis-
sion, signals sent from a particular node (e.g., A) can be overheard
by several nodes (e.g., C, D, E) for free. In Fig. 9, these links
are indicated by directed solid lines. Traditional unicast takes the
shortest path A(B) → C → H (Bold solid lines in Fig. 9) for
information delivery. Multi-path routing, on the other hand, can
take advantage of this broadcasting feature to facilitate information
delivery. Suppose that the whole transmission in Fig. 9 operates
in an upstream-to-downstream fashion, that is, all nodes process
according to this schedule (A,B)→C→D→E→F→G→H . The
real schedule can be different according to the underlying routing
algorithm, but it will not affect the process and performance. All in-
termediate nodes which receive at least one packet successfully are
responsible for forwarding one network encoded packet. We con-
sider three schemes: unicast, multi-path routing with NB-JNCD,
and multi-path routing with Binary JNCD. For the scheme with
NB-JNCD, all network coding operations are performed on Ga-
lois field, whereas for the scheme with Binary JNCD, all network
coding operations are binary XOR. Same as in Section 2, all the
channels are assumed to be i.i.d. and obey the same fading model.
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Figure 10: Performance in a large, multi-hop wireless network.

We compare the performance of the three schemes under the
same setting as in Section 5 with 16QAM modulation. The re-
sults are plotted in Fig. 10. From this figure, we can observe that
the multi-path routing with NB-JNCD experiences much sharper
GER performance than the multi-path routing with Binary JNCD
and the traditional unicast. Specifically, at GER of 10−1, the per-
formance gain of the multi-path routing with NB-JNCD against the
multi-path routing with Binary JNCD (unicast, resp.) is about 6
dB (10 dB, resp.). Thus, we can conclude that NB-JNCD is very
promising in large, multi-hop wireless networks.

Another interesting metric in large networks is throughput. Al-
though multi-path routing with network coding should transmit some
redundant packets, since the interference of one transmission is
limited inside the one-hop neighborhood, we believe the proposed
NB-JNCD can achieve a higher throughput than others under high
SNRs. Comprehensive comparison on throughput will be con-
ducted in future work.

7. RELATED WORK
Based on the code construction and decoding procedure, exist-

ing researches on unifying channel coding and network coding for
better performance can be roughly classified into three categories:
separate network channel coding, distributed channel coding and
joint network-channel coding.

Separate network-channel coding is straightforward. Larsson et
al. and Tran et al. utilized network coding to implement the first
type Hybrid ARQ for one-source, multi-sink one hop networks
in [22] and [29] respectively. They constructed network codes
based on feedback from sinks. Berger et al. theoretically analyzed
the optimization problem in joint erasure-correction and error-correction
coding schemes [6]. All these studies treat two levels of codes sep-
arately and do not fully exploit the precious redundant information.

In the literature, several approaches distribute the procedure of
channel coding to different nodes in a network and they can be clas-
sified as distributed channel coding. Bao and Li proposed Adap-
tive Network Coded Cooperation (ANCC) for multiple transmit-
ters sending data to a common receiver [5]. Their contribution is to
match code-on-graph with network-on-graph to dynamically con-
struct low-density generator matrix (LDGM) codes. This scheme
requires thousands of transmitters to form an entire code through
network coding and stringent inter-user synchronization at the bit/baud
level. Later, in [4, 3], the same authors analyzed the outage proper-
ties of ANCC. In general, ANCC is not practical as it is infeasible

to have such large number of nodes in real networks.
The design principle in joint network-channel coding is that the

redundancy in both channel codes and network codes should be
jointly exploited to support the decoding of each other. Recently,
there are many active studies in this direction. The second type
hybrid-ARQ [28] and the nested codes [31, 20] utilized retransmit-
ted network codes to decode erroneous packets received previously.
Hausl et al. first presented iterative network and channel decod-
ing on a tanner graph in [14]. They also proposed joint network-
channel coding for both multi-access relay channel and two-way
relay channel [12, 11, 13]. Bao and Li extended ANCC [5] to
GANCC on packet level [2] and presented the general framework
that unifies channel coding and network coding. Yang et al. and
Kang et al. further proposed iterative network and channel de-
coding when the relays cannot perfectly recover packets in [32]
and [17] respectively. Nazer et al. and Narayanan et al. even ap-
plied lattice code on relays considering the multi-access property of
wireless networks to approach the capacity in [27, 26, 25]. Overall,
these joint network-channel coding schemes are designed for small
wireless networks with specific topologies, using binary operations
through additive Gaussian channels, sending analogy values or de-
pending on unpractical physical layer network coding. Moreover,
the transmissions of each node is required to be well scheduled and
the joint network-channel codes to be well designed. Hence, they
cannot be easily applied to large multi-hop wireless networks. In
addition, the network codes in these schemes are usually generated
with XOR operation, which is not sufficient in large networks to
provide enough independent packets in a distributed way.

8. CONCLUSIONS AND FUTURE WORK
In this paper, we presented practical non-binary joint network-

channel decoding (NB-JNCD) for reliable communication in wire-
less networks. The proposed NB-JNCD seamlessly combines non-
binary channel coding and random linear network coding and can
be directly coupled with high order modulation to provide high
bandwidth efficiency. An iterative two-tier decoding scheme was
proposed to jointly exploit redundancy inside packets and across
packets for error recovery. Both theoretic analysis and simulation
have demonstrated the significant benefits of NB-JNCD. Compared
to other schemes, NB-JNCD can fully exploit the spatial diversity
and can approach the capacity upper bound with acceptable perfor-
mance loss.

Future Work: We plan out future work in the following direc-
tions: 1) derive a tighter capacity upper bound for the two-source
two-relay topology; 2) perform diversity and capacity analysis for
large networks; 3) study the throughput of NB-JNCD compared
with other schemes in large networks; and 4) design an optimal
joint network-channel code.
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