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Abstract—The increasing pressure to meet demand are forcing semiconductor manufacturers to seek efficient scheduling methods. Lithography, with a limited number of expensive resources and the reentrant nature of the fabrication processes, is a major bottleneck. This paper presents a litho machine scheduling formulation for high-volume and low-variety manufacturing over a day, with novel modeling of resource setups, reticle expirations, and future stacking layer load balancing. The problem is believed to be NP hard. After linearization and simplification, it is solved by using the branch-and-cut method by exploiting problem linearity. Near-optimal solutions for practical problems, however, are still difficult to obtain efficiently. Through detailed analyses, it was discovered that the convex hull of the problem is difficult to delineate and many low-efficient branching operations are needed. A two-phase approach is therefore established. In the first phase, a simplified problem with certain complicating constraints dropped is efficiently solved by exploiting linearity to reduce ranges of decision variables. The problem with the full set of constraints is then solved in the second phase with a much reduced decision space. Numerical testing shows that this two-phase approach can generate near-optimal schedules within reasonable amounts of computation time. This two-phase approach is generic, and will have major implications on other semiconductor scheduling problems and beyond.

Note to Practitioners—Lithography is a major bottleneck in semiconductor manufacturing. This paper addresses the scheduling of litho machines and reticles over a day for high-volume and low-variety lots to meet daily targets of different products. A scheduling formulation with novel modeling of resource setups, reticle expirations, and future stacking layer load balancing is presented. The problem is solved by using a standard commercial solver that exploits problem linearity. Near-optimal schedules, however, are difficult to obtain efficiently for practical problems. Through detailed analyses, it was discovered that the difficulty is caused by certain constraints in the formulation. A two-phase approach is therefore developed. In the first phase, a simplified problem with complicating constraints dropped is efficiently solved to reduce ranges of decision variables. The problem with the full set of constraints is then solved in the second phase with a much reduced decision space. This method can obtain near-optimal schedules for practical litho machine scheduling problems within reasonable amounts of computation time.

Index Terms—Branch-and-cut, convex hull, litho machine scheduling, mixed-integer optimization, semiconductor manufacturing, two-phase approach.
lation and to reduce the number of setups, it is assumed that all the lots assigned to a machine to process a particular layer within the day will be processed under one setup. The objective function is to meet targets, balance future load, avoid simultaneous reticle expirations, and avoid excessive setups. Future stacking layer load can be adjusted through proper machine assignments, and simultaneous reticle expirations can be avoided by spacing out expiration dates through proper reticle assignments. The problem formulated above is linear and believed to be NP hard.

The problem is solved by using the branch-and-cut method in Section IV after certain constraints are simplified without sacrificing optimality. Branch-and-cut is powerful for certain classes of mixed-integer linear optimization problems, and is easy to code by using commercial solvers. In the method, the integrality-relaxed problem is solved first by using a linear programming method. If all integer decision variables are integers, the solution is optimal to the original problem. If not, valid cuts are added trying to obtain the convex hull. The idea is that once the convex hull is obtained, all integer decision variables of the linear programming solution are integers and optimal to the original problem. The process of obtaining the convex hull, however, is problem dependent, and can itself be NP hard. Low-efficient branching operations may then be needed. We found that near-optimal solutions for practical problems are difficult to obtain efficiently. Through detailed analyses, it was discovered that the convex hull is difficult to delineate because of certain complicating constraints. A two-phase approach is therefore developed. In the first phase, a simplified problem with those complicating constraints dropped is efficiently solved to establish ranges of decision variables. The problem with the full set of constraints is then solved in the second phase with a much reduced decision space.

The methods have been implemented by using IBM ILOG CPLEX, and three examples are presented in Section V. Numerical results show that the two-phase approach can generate near-optimal schedules within much reduced computation time than the one-phase approach. More importantly, this approach is generic, and will have major implications on other semiconductor scheduling problems and beyond.

II. LITERATURE REVIEW

Developing effective scheduling approaches for semiconductor manufacturing is challenging because of its complex reentrant characteristics and the large sizes of practical problems. Approaches for litho machine scheduling including heuristic rules and mathematical programming will be reviewed.

A. Heuristic Rules With Simulation Techniques

Heuristic rules for litho machine scheduling are briefly reviewed with simulation techniques used to validate them in most papers. A mixed-integer model for short-time capacity scheduling was developed in [17], and the objective is to maximize throughput and the total amount of WIP processed at each workcenter including lithography. Fast heuristics were presented for computation efficiency. However, only a single product type was considered. A lot scheduling problem with capacity scheduling and lot sequencing subproblems was discussed in [2]. Greedy heuristics were used to solve the problem, and a simulation model of a wafer fabrication facility was used to examine the effects of this method on lithography. For simplicity, the processing time of each layer required by each lot was assumed to be identical on all machines. A method for load balancing in the lithography area based on the greedy algorithm was discussed in [14]. A detailed simulation model was developed. To improve load balancing in the lithography area, the lot assignment was decided at the time when the lots were released. Three dispatching rules and four bottleneck scheduling rules for lithography were studied in [12], and the objective is to maximize the production volume. Some lot scheduling rules were also developed for WIP balancing, and combinations of these rules were tested for various performance measurements. This study was extended in [3], where machines were eligible to process a specified subset of operations, and a setup was required when an operation was changed. The focus was on allocating the capacity to available jobs rather than making sequencing decisions. A number of heuristic algorithms and a greedy randomized adaptive search procedure were presented. A model that characterized the lithography process was developed in [4], and dispatching rules for mask change reduction and setup reduction were studied. Dispatching strategies for regular lots and priority lots were investigated in [20] to decrease cycle times and increase the number of daily moves. To balance load, the “Resource Schedule and Execution Matrix” model was presented in [16], and the lot with the largest wait steps was assigned to the litho machine with the smallest load. For simplicity, it was assumed that each lot had the same process steps and quantity, and each layer had the same processing time. With heuristic rules, schedules can be efficiently obtained, but it is difficult to find or know the optimal rules. Also, simulation can be time consuming.

B. Mathematical Programming

Mathematical programming methods including Lagrangian relaxation, branch-and-bound and branch-and-cut that have the capability to solve our problem are reviewed in this subsection. Lagrangian relaxation is a popular method for mathematical programming. A real-time scheduling and dispatching framework was developed in [9] for a semiconductor fab including lithography. The problem was solved by using Lagrangian relaxation and network flow techniques without considering setups. Lagrange relaxation was also used to solve a lot scheduling problem with aggregated process steps for high-variety and low-volume fabrication in [13]. Only problems with short planning horizons (e.g., one shift to one day) were considered due to complexity issues.

Branch-and-bound has also been used. A production control method was investigated in [18], and it was applied to discrete-event reentrant semiconductor manufacturing lines for scheduling. A tradeoff was made between production rate and cycle time for overall optimality. A mixed-integer stochastic programming model for capacity planning under demand uncertainty was developed in [7]. Cutting planes and a heuristic approach were used to improve computation efficiency of branch-and-bound. Still, computation efficiency remained to
be challenging for problems with larger numbers of scenarios and long periods.

Branch-and-cut has now been widely used. A WIP balancing concept was presented in [10], and the bottleneck machines were divided into different load levels for higher throughput. The mixed-integer formulation was solved by using CPLEX to decide the quantity of lots to be processed on litho machines. It was believed that the model with lot precedence constraints would require longer computation time. Branch-and-cut was also used to solve a single machine and multiple-lot-per-carrier (front-opening unified pod) scheduling problem in [15], and the objective was to minimize the sum of lot completion time. All carriers were assumed identical, and the processing time per wafer was assumed the same. The method could solve a problem at the root node itself, while it could not solve large-sized instances. It can be seen that for the papers with branch-and-cut, how to improve computation efficiency is a major challenge.

III. PROBLEM FORMULATION

As reviewed in Section II, reticle expiration was rarely addressed in the literature. Also, most papers focused on balancing the current load, and rarely discussed the effect of machine assignments on future load through stacking layers. A novel formulation for litho machine scheduling over a day is established in this section. It contains four major sets of constraints as presented in the first four subsections. The objective function is to meet targets, balance future load, avoid simultaneous reticle expirations, and avoid excessive setups as discussed in Section III-E. To solve the problem by using branch-and-cut, a linear formulation is needed.

A. Resource Capacity Constraints

Consider a fab with \( M \) litho machines indexed by \( m \) and \( R \) reticles indexed by \( r \) as resources. There are \( K \) discrete time slots indexed by \( k \) within a day. In the fab, \( P \) types of products with index \( p \) are processed, and each requires \( L \) types of layers with index \( l \).

For one machine or reticle, there are only three statuses, processing, idle, and unavailable. To obtain these statuses, a set of binary variables with machine, reticle and time indices is used here. Based on the formulation in [19], the key decision variables are defined as follows:

\[
\delta_{mr}(k) = \begin{cases} 
1, & \text{if machine } m \text{ is combined with reticle } r \\
0, & \text{otherwise}
\end{cases}
\]

Machine capacity, reticle capacity, machine-reticle matching, and resource maintenance constraints are described as follows.

1) Machine Capacity Constraints: One machine requires only one reticle to process a layer at any time slot, i.e.,

\[
\sum_r \delta_{mr}(k) \leq 1, \quad \forall k, \forall m. \tag{1}
\]

2) Reticle Capacity Constraints: Likewise, one reticle requires only one machine to process a layer at any time slot, i.e.,

\[
\sum_m \delta_{mr}(k) \leq 1, \quad \forall k, \forall r. \tag{2}
\]

3) Machine-Reticle Matching Constraints: Litho machines are generally unique, and machine \( m \) cannot be combined with the reticles in set \( S_{mr}^{RN} \) to process layers, i.e.,

\[
\delta_{mr}(k) = 0, \quad \forall k, \forall m, \text{ and } r \in S_{mr}^{RN}. \tag{3}
\]

4) Resource Maintenance Constraints: One machine is not available during maintenance, i.e.,

\[
\delta_{mr}(k) = 0, \quad k \in [b^m, c^m], \text{ and } m \in S^{MM} \text{ and } \forall r \tag{4}
\]

where \( S^{MM} \) is the set of machines that need to do maintenance within the day, and \( b^m \) and \( c^m \) are the beginning time and the completion time of maintenance on machine \( m \).

The modeling of reticle maintenance is similar.

B. Processing Time Requirements

As mentioned earlier, the time of setup is ignored and the number of setups is considered since a setup time is generally much shorter than the corresponding lot processing time. To simplify the formulation and to reduce the number of setups, it is assumed that all the lots assigned to a machine to process a particular layer within the day will be processed under one setup. As shown in Fig. 1, machine \( m_1 \) with reticle \( r_1 \) processes \( N_1 \) lots under one setup in Case 1. Sometimes, there may be an unfinished lot on the machine at the beginning or end point of the day as shown in Cases 2 and 3, respectively. In Case 4, both of these two situations occur.

In general, let \( N_{mr} \) denote the number of lots scheduled on machine \( m \) and reticle \( r \) within the day, and \( N_{mr}^{UB} \) denote its upper bound. Let \( T_{mr}^P \) denote the time required to complete the unfinished lot left over from the previous day on machine \( m \) and reticle \( r \), and \( T_{mr}^N \) denote the time required to complete the unfinished lot left for the next day. The value of the first variable is known, and the second variable is an integer decision variable. For machine \( m \) with reticle \( r \), \( N_{mr} \) times of processing time \( T_{mr} \) must be assigned, and if the last time slot is involved, one unfinished lot can be left. The four cases mentioned above can be combined together as follows:

\[
\sum_k \delta_{mr}(k) - T_{mr}^P + T_{mr}^N = N_{mr} \times T_{mr}, \quad \forall m \quad \tag{5}
\]

\[
0 \leq N_{mr} \leq N_{mr}^{UB}, \quad N_{mr}^{UB} = (K - T_{mr}^P) + T_{mr} + 1, \quad \forall r, \forall m. \tag{6}
\]

The unfinished lot from the previous day is assumed not to be included in the total number of lots scheduled within the day, while the lot left for the next day is.
In addition, the time required to process the unfinished lot left for the next day $T_{mp}$ must be smaller than the corresponding lot processing time, i.e.,

$$0 \leq T_{mp}^N \leq T_{mr} - 1, \quad \forall r, \forall m. \quad (7)$$

If the last time slot is not involved, every lot must be finished, therefore $T_{mp}^N$ must be zero, i.e.,

$$\text{if } \delta_{mr}(K) = 0 \text{ then } T_{mp}^N = 0, \quad \forall r, \forall m. \quad (8)$$

The above constraint is logical, but it is easier to be linearized together with (7) as follows:

$$0 \leq T_{mp}^N \leq \delta_{mr}(K) \times (T_{mr} - 1), \quad \forall r, \forall m. \quad (9)$$

If $\delta_{mr}(K) = 0, 0 \leq T_{mp}^N \leq 0$, $T_{mp}^N$ must be zero; if $\delta_{mr}(K) = 1, 0 \leq T_{mp}^N \leq T_{mr} - 1$. Therefore, the set of linear constraints (9) satisfies both constraints (7) and (8) above.

C. Maximal Number of Lots Scheduled Constraints

If there is extra capacity beyond the total target, machines and reticles will be scheduled to process layers with high priorities because more reward is assigned as will be discussed in the objective function. However, this may lead to imbalance among layers of the same product because of the layer by layer process. To avoid this, the number of lots with layer $l$ of product $p$ to be processed should be under its upper bound, i.e.,

$$N_{pl} \leq T_{pl}^{UB}, \quad \forall p, \forall l. \quad (10)$$

In the above, $T_{pl}^{UB}$ is the upper bound for layer $l$ of product $p$, and this set of parameters are calculated offline based on heuristic rules (e.g., 1.2 times of target $T_{pl}$). The number of lots with layer $l$ of product $p$ to be processed within the day is denoted by $N_{pl}$, and this integer dependent variable can be derived from $N_{mr}$ as follows:

$$N_{pl} = \sum_{m} \sum_{r \in S_{pl}^R} N_{mr}. \quad (11)$$

In the above, $S_{pl}^R$ denotes the set of reticles that process layer $l$ of product $p$.

D. Setups-Related Constraints

When one litho machine switches from processing one layer to another layer, the machine and a corresponding reticle need to be set up. Since one reticle can only process one particular product/layer, a layer process switch on the litho machine can be treated as a reticle switch. In addition, a setup time is ignored and the number of setups is considered. In this way, the number of resource setups can be modeled as the number of reticle changes. The key issue here is how to find the beginning and completion points of machine and reticle combinations. The two situations of one machine completes combining with one reticle and begins to combine with another reticle are shown in Fig. 2.

It can be seen that when the values of $\delta_{mr}(k)$ and $\delta_{mr}(k+1)$ switch from 1 to 0, machine $m$ completes the combination with reticle $r$; when the values switch from 0 to 1, machine $m$ begins the combination with reticle $r$. To get a linear formulation, a new set of binary decision variables $\{y_{mr}(k)\}$ is used as follows:

$$y_{mr}(k+1) \geq \delta_{mr}(k+1) - \delta_{mr}(k), \quad \forall m, \forall r, 1 \leq k \leq K - 1. \quad (12)$$

Since the purpose is to reduce the number of setups and $\{y_{mr}(k)\}$ is only shown in objective function, when $\delta_{mr}(k+1) - \delta_{mr}(k) = 1, y_{mr}(k+1) = 1$; when $\delta_{mr}(k+1) - \delta_{mr}(k) = 0, y_{mr}(k+1) = 0$.

The beginning and completion points occur in pairs, the second half of (12) is therefore used for practical problems.

E. Objective Function

The objective function has four terms, to meet targets, balance future load, avoid simultaneous reticle expirations, and avoid excessive setups as presented next.

1) Meeting Targets: If machine assignments exceed the target, it is expressed as certain reward in the objective function; if not, it is expressed as corresponding penalty. Since different layers have different priorities, different weights are assigned. Let $W_p^R$ and $W_p^P$ denote the reward and penalty weights for layer $l$ of product $p$. To check whether the assignments meet the daily target, a piecewise function is used, as shown in Fig. 3.

The upper bound and lower bound of $N_{pl}$ is $T_{pl}^{UP}$ and 0, and three break points are $0, T_{pl}$ and $T_{pl}^{UP}$. Based on the special ordered set techniques [8], the above formulation can be fully linearized.

2) Future Load Balancing: During lithography, a selected set of layers must be processed on the same machine for precision fabrication. For example, stacking layers A, B, and C (a stacking group) must be processed on the same machine, as shown in Fig. 4. If Machine 1 is assigned to process layer A within the day, those lots will come to Machine 1 for layers B and C in the future.

To avoid overload or starvation, the load on machines should be balanced. This is importance in view of the reentrant nature and the presence of stacking layers. Of particular interest is to balance the future stacking layer load for a specific day, e.g., the
day that the next layer will most likely come back. Consider an example for a stacking group with layers A and B, and layer A is to be scheduled. The date that layer B will come back is probabilistic. This cycle time distribution can be obtained from historical data. Then, the expected load for the day with the highest probability that layer B will come back can be calculated based on the current and past assignments. One of the performance measures is the load difference between a machine load and the average load for layer B. The above will be made specific next.

Let $WIP_{m_d}^{A-B}$ denote the number of lots whose layer A was processed $d$ days ago on machine $m$, with the associated stacking layer B to be processed after a cycle time on the same machine. Let $P(CT_{d}^{A-B})$ denote the probability that the cycle time is $d$ days from layers A to B. The total future load $LT_{m}^{A-B}$ with layer B to be processed in the $T$th day on machine $m$ can be calculated as follows:

$$LT_{m}^{A-B} = N_{m}^{A} \times P(CT_{T}^{A-B}) + \sum_{d} WIP_{m_d}^{A-B} \times P(CT_{d+T}^{A-B}).$$

In the above, $N_{m}^{A}$ denotes the number of lots whose layer A is scheduled to be processed on machine $m$ within the day, $T$ denotes the cycle time from layers A to B with the largest probability. Then, let $LA^{A-B}$ denote the average load of machines for layer B. Load difference $LD_{m}^{A-B}$ between total future load $LT_{m}^{A-B}$ and the average $LA^{A-B}$ on machine $m$ can be described as follows:

$$LD_{m}^{A-B} = LT_{m}^{A-B} - LA^{A-B}.$$  

In the above, $LA^{A-B}$ is approximated based on WIP and the target of layer A, it therefore contains no decisions. Summation of the load difference is minimized as a part of the objective function.

3) Reticle Expiration: Reticles need to be recalibrated after processing a certain number of lots. Reticle remaining lifetime is used here to measure how many lots one reticle can process before next recalibration. Ideally, the expiration dates of reticles in the same group should be equally spaced with the same time interval to avoid simultaneous reticle expirations. The remaining lifetime difference between two reticles can be adjusted as the expected time interval selected based on heuristic rules within every reticle group through proper reticle assignments. Let $R_{r}^{0}$ denote the remaining lifetime of reticle $r$ before scheduling, representing how many lots reticle $r$ can process before next recalibration. Similarly, let $R_{r}$ denote the remaining lifetime of reticle $r$ after scheduling. Their relationship can be easily obtained from

$$R_{r} = R_{r}^{0} - \sum_{m} N_{mr}.  

If the remaining lifetime difference between two reticles is larger than the expected interval after scheduling, it is expressed as certain reward in the objective function; if not, it is expressed as corresponding penalty. This term is linearized similarly to the first term. Since only the difference of two reticles that have the closest remaining lifetimes is reasonable and useful, a sequence will be established for every reticle group based on their remaining lifetimes. Each reticle will be assigned a ranking number, the smaller the number, the longer the remaining lifetime. An important assumption here is that the rank does not change before and after scheduling.

4) Summary: The modeling of the number of resource setups has already been discussed in Section III-D, and the total number of setups is considered in the objective function.

In sum, the objective function with the above four terms to be minimized is described as follows:

$$\sum_{p} \sum_{i} (-W_{p}^{R} \times \min(N_{pl} - T_{pl}, 0) - W_{pl}^{R} 

+ W_{L} \times \sum_{g} \sum_{m} [L_{D_{gm}}] 

+ \sum_{p} \sum_{r} \sum_{r_{1}} \max(N_{p1} - T_{p1,0}) 

\times (-W_{RR}^{P} \times \max(R_{r1} - R_{r2} - G_{pl}, 0) - W_{RR}^{R} 

+ W_{R} \times \sum_{r} \sum_{r_{1}} \sum_{k} \sum_{j} g_{mr}(k).$$

In the second term, $W_{L}$ denotes the weight for future stacking layer load balancing, $S_{SG}$ denotes the set of stacking groups, and $S_{MS}$ denotes the set of machines in stacking group $g$. In the third term, $G_{pl}$ denote the expected expiration interval for reticles that process layer l of product $p$, and $W_{RR}$ and $W_{RP}$ denote the reward and penalty weights. In the last term, $W_{R}$ denote the weight for avoiding excessive resource setups. The absolute values can be linearized similarly to (12). The above formulation is linear, and max and min are kept here for simplicity. The problem formulated is believed to be NP hard.

IV. SOLUTION METHODOLOGY

The problem is solved by using the branch-and-cut method by exploiting problem linearity after simplification as presented in Section IV-A. Near-optimal solutions for practical problems, however, are still difficult to obtain efficiently as compared with the required time. The reason is that the convex hull of the problem is hard to delineate as explained with a small example in Section IV-B. To improve computation efficiency, a two-phase approach is therefore developed in Section IV-C. The convex hull of the first phase is analyzed with the same small example in Section IV-D.

A. Branch-and-Cut Method

The problem is solved by using the branch-and-cut method. Mixed-integer linear programming problems are usually difficult to solve because a set of decision variables are restricted to integer values. Branch-and-cut is powerful for certain classes of
mixed-integer linear optimization problems, and is easy to code by using commercial solvers. In the method, the integrality-relaxed problem is solved first by using a linear programming method. If all integer decision variables are integers, the solution is optimal to the original problem. If not, valid cuts that do not cut off any feasible integer solutions are added trying to obtain the convex hull (the smallest convex set that contains all feasible integer solutions in the Euclidean space). The idea is that once the convex hull is obtained, all integer decision variables of the linear programming solution are integers and optimal to the original problem. The process of obtaining the convex hull, however, is problem dependent, and can itself be NP hard. Low-efficient branching operations may then be needed on the variables whose values in the optimal relaxed solution violate their integrality requirements. The objective value of current optimal relaxed solution is a lower bound, and can be used to quantify the quality of a feasible solution. The optimization stops when CPU time reaches the preset stop time or the relative gap falls below the preset stop gap [11].

For the problem formulated above, although it is linear, the convex hull is still difficult to obtain. Processing time requirements with multiple decision variables \((\delta_{mr}(k), N_{mr}, T_{mr}^N)\) might increase the difficulty of obtaining the convex hull because of complicating interactions among decisions. To overcome this, \(T_{mr}^N\) is removed, and two sets of decisions are left. Then, by relaxing the integrality requirements on \(N_{mr}\), the processing time requirements \((5)\) are modified as follows:

\[
N_{mr} = \left( \sum_k \delta_{mr}(k) - T_{mr}^P \right) / T_{mr}, \quad \forall r, \forall m. \tag{17}
\]

In the above, \(N_{mr}\) is not a decision variable and may not be an integer. However, the integer part of \(N_{mr}\) still represents the number of lots scheduled on machine \(m\) and reticle \(r\) within the day, and the remaining fractional part can be used to derive \(T_{mr}^N\). Optimality is therefore not affected. Based on the scheduling results, \(N_{mr}\) might need to be adjusted manually.

**B. Convex Hull Analyses for the One-Phase Model**

After the simplification above, near-optimal solutions for practical problems, however, are still difficult to obtain efficiently as will be shown in Section V. To overcome this difficulty, the convex hull is analyzed here. The problem now has three major sets of constraints: resource capacity, maximal number of lots scheduled and setup-related constraints since the processing time requirements were simplified as expressions \((18)\). With \(\delta_{mr}(k)\) represented by \(x_j\) \((1 \leq j \leq n = M \times R \times K)\), resource capacity constraints \((1)-(4)\) can be expressed as \(\sum_{i} a_j x_i \leq a_0\), where \(a_0\) and \(a_j\) are positive integers and \(x_j = 0\) or \(1\). Each of these constraints is a facet of the convex hull based on the proof in [5] and [6]. Through detailed analyses, it is discovered that the difficulty of obtaining the convex hull is caused by the setup-related constraints. To demonstrate this, convex hulls of the problems without and with these setup-related constraints are analyzed and compared through a simple example in this subsection.

Consider a simple example with two machines and two reticles. The first two sets of constraints mentioned above are considered in the first problem, and all of the three sets are considered in the second problem. Through the analyses and comparison of the two convex hulls, it is discovered that if the polyhedron formulated by all the constraints is simple and the convex hull can be easily obtained from the polyhedron, the problem can be efficiently solved; otherwise, low-efficient branching operations are needed. For visualization purpose, certain decision variables are fixed to present this intuitively.

In this example, two layers \((l_1\) and \(l_2)\) are to be scheduled on two machines \((m_1\) and \(m_2)\) with two reticles \((r_1\) for \(l_2\) and \(r_2\) for \(l_1)\). For simplicity, the total number of time slots is two and the processing time of both layers is one time slot. The targets are two lots for the first layer and one lot for the second layer.

In the first problem, the objective function is to meet targets. The problem is solved by using branch-and-cut. It is hard to visualize the convex hull and the optimal solutions because of the high dimensionality. For visualization purpose, \(\delta_{m2r1}(1)\) and \(\delta_{m2r1}(2)\) are selected to plot 2-D Fig. 5 with other decision variables fixed at their values in the optimal solution. An optimal solution is \(A (0,\ 1)\) or \(B\), which can be directly obtained from the convex hull ABC.

Since the future stacking layer load balancing and reticle expiration related constraints are only shown in the objective function, practical problems without setup-related constraints and term in the objective function can be efficiently solved.

In the second problem with setup-related constraints \((12)\), the objective function is to meet targets and avoid excessive resource setups. The problem is also solved by using branch-and-cut, and \(\delta_{m2r1}(k)\) and \(\gamma_{m2r1}\) are selected to plot 3-D Fig. 6. After relaxing the integrality requirements, all decision variables can take any value within \([0, 1]\), and the optimal relaxed solution is \(D (0.5, 0.5, 0)\). All constraints formulate this polyhedron ACBD, and the convex hull ABC cannot be obtained by adding cuts on the feasible region. This difficulty is caused by the interactions among decisions in the setup-related constraints. It can be seen that two of the three values in the optimal relaxed solution are non-integer. To get the optimal solution \(A (1, 0, 1)\) or \(C\), low-efficient branching operations need to be performed on the first two variables of the relaxed optimal solution.

Generally, for a problem with \(M\) machines, \(R\) reticles, and \(K\) time slots, the total number of setup-related constraints is \(2MR(K-1)\). All constraints formulate a complicating polyhedron, and the convex hull is difficult to obtain. Because of these complicating setup-related constraints, near-optimal solutions cannot be efficiently obtained.
Fig. 6. The feasible region and convex hull of the problem with setup-related constraints.

Fig. 7. The feasible region and convex hull for the first phase of the two-phase model.

The problem formulated above is solved by using branch-and-cut. During branching operations, computation time is reduced in a major way since the ranges of decision variables are much reduced. The problem can therefore be solved faster than the one-phase approach as will be shown in Section V.

D. Convex Hull Analyses for the Two-Phase Model

To compare with the one-phase approach, the same simple example is analyzed. In the first phase, the problem is formulated with resource capacity (1) and (2), maximal number of lots scheduled (10) and (11), and reticle assigned detection constraints (18). The objective is to meet targets and reduce the number of reticles assigned. It is discovered that the number of non-integer values (=1) in the optimal relaxed solution is smaller than that (=2) of the one-phase approach, implying fewer branching operations and faster termination. In the second phase, the problem is formulated with resource capacity (1) and (2), setup-related (12), and variable range restriction constraints. The objective is to meet targets and avoid excessive resource setups. This problem can be efficiently solved because the decision space (=6) is smaller than that (=12) of the one-phase approach.

The problem is solved by using branch-and-cut. To compare with the one-phase approach, \( \delta_{m2r1}(k) \) and \( d_{m2r1} \) are selected to plot 3-D Fig. 7. For the relaxed problem, all feasible solutions are in the polyhedron ABCDE, and an optimal relaxed solution is B (1, 0, 0.5) (or D). The convex hull ACE cannot be obtained by adding cuts on the feasible region, and an optimal solution is A (1, 0, 1) (or E). It can be seen only \( d_{m2r1} \) is a non-integer in the optimal relaxed solution and branching operation needs to be performed only on one variable.

In the second phase, based on the results from the first phase, the number of decisions is 6 (\( \delta_{m2r1}(k) \), \( \delta_{m1r2}(k) \), \( y_{m2r1} \) and \( y_{m1r2} \)) as compared with 12 in the one-phase model. The problem can be therefore solved faster than the one-phase approach.

For the problem with \( M \) machines, \( R \) reticles, and \( K \) time slots mentioned in Section IV-B, the number of reticle assigned related constraints (18) in the first phase is only \( MR \) as compared with \( 2MR(K-1) \) (12) in the one-phase model. The polyhedron formulated by constraints in the first phase is simpler than that of the one-phase model. The total number of branching operations needed is smaller, and the problem can be
efficiently solved to establish ranges of decision variables. In the second phase, the problem can be efficiently solved with a much reduced decision space. To quantify the solution quality, lower bounds should be obtained from the one-phase approach since the objective values of optimal relaxed solutions of the two-phase approach might not be lower bounds to the original problem. For this simple example, the final gap turns out to be zero, implying that the optimal solution has been obtained.

V. NUMERICAL RESULTS

The methods presented above have been implemented by using the optimization package IBM ILOG CPLEX Optimization Studio V 12.2. Testing has been performed on a PC with 1.60 GHz Intel (R) i7 CPU and 4 G RAM, and three examples are presented. The first small example is to demonstrate schedules of small problems obtained by using the one-phase approach can be duplicated and obtained by hands. The second medium-sized example is to compare the statistics of one-phase and two-phase approaches. The third practical example is to compare solution quality and computation efficiency of these approaches. In this example, four layers of one product are to be scheduled on five machines with ten reticles in 200 time slots. From the results, it can be seen that the number of variables and constraints is much reduced computation time.

Example 1: Testing of the One-Phase Approach With a Small Problem: This small example is to demonstrate schedules of small problems obtained by using the one-phase approach can be duplicated and obtained by hands. In this example, three layers of one product are to be scheduled on three machines with five reticles in 102 time slots. The information is as follows.

- Layers: Lₐ and Lₜ (stacking group), and Lₖ.
- Machines: M₁, M₂ and M₃ with total future stacking layer load of 6983, 4490, and 2044, respectively.
- Reticles: Rₐ, Rₜ, Rₕ, Rₖ, and Rₗ with remaining lifetime of 89572, 88308, 8442, 79059, and 58732, respectively.
- Target: 600 for Lₐ, 650 for Lₜ and 600 for Lₖ.

The problem is solved in 3 seconds with a relative gap of 5% by using the one-phase approach, and the Gantt chart is shown in Fig. 8.

The schedule meets all targets of three layers without excessive resource setups. It can be seen that layer Lₐ is all scheduled on Machine M₃ since it has lowest total load before scheduling, and it also shows the stacking layer load will be balanced in the next few days. In addition, the remaining lifetime difference between Rₕ and Rₗ becomes larger, as shown in Fig. 9, which avoids simultaneous expirations of the three reticles that process layer Lₖ. The above schedule can be duplicated and obtained by hand, and also shows that our method can satisfy the objective of this litho machine scheduling problem.

Example 2: Testing of the One-Phase and Two-Phase Approaches With a Medium-Sized Problem: This medium-sized example is to compare the statistics of one-phase and two-phase approaches. In this example, four layers of one product are to be scheduled on five machines with ten reticles in 200 time slots. For simplicity, the objective function is to meet targets and avoid excessive resource setups in the one-phase model and in the second phase of the two-phase model; to meet targets and reduce the number of reticles assigned in the first phase of the two-phase model.

The testing results are shown in Table I.

From the results, it can be seen that the number of variables in the first phase of the two-phase model is around 44% of that in the one-phase model, and the number of constraints is about 14%. In the second phase, the numbers of variables and constraints are about 10% of those in the one-phase model. In addition, the time on branching is 4.5 s and 2.6 s in the first and second phases of the two-phase model, as compared with 87.4 s in the one-phase model. The total CPU time on preprocessing, cutting and branching required by the two-phase approach is 15 s as compared with 123 s required by the one-phase approach. Although the final gap is about 2% higher than that of the one-phase approach, the computation efficiency is much improved. Both of the scheduling results meet the targets, and there are five and six setups in the one-phase and two-phase results, respectively.

Example 3: Testing of the One-Phase and Two-Phase Approaches With a Practical Problem: This practical problem is
to compare solution quality and computation efficiency of one-phase and two-phase approaches. In this example, seven layers of one product are to be scheduled on 11 machines with 71 reticles assigned, and reduce the number of resource setups. For simplicity of implementation, future stacking layer load balancing is established.

The problem is solved by using branch-and-cut by exploiting problem linearity. To improve computation efficiency, a two-phase approach is developed. In the first phase, a simplified problem with certain complicating constraints dropped is efficiently solved to establish ranges of decision variables. The problem with the full set of constraints is then solved in the second phase with a much reduced decision space. Numerical testing shows that the two-phase approach generates near-optimal schedules within reasonable amounts of computation time.

With minor changes in the formulation, our method is also used for real-time rescheduling every 10 minutes. Furthermore, this two-phase approach is generic, and will have major implications on other semiconductor scheduling problems and beyond.
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**VI. CONCLUSION**

In this paper, a novel mathematical formulation for litho machine scheduling over a day with resource setups, reticle expirations and future stacking layer load balancing is established.

---

**Table II**

<table>
<thead>
<tr>
<th></th>
<th>One-phase model</th>
<th>The first phase of two-phase model</th>
<th>The second phase of two-phase model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stop time</td>
<td>300 s</td>
<td>120 s</td>
<td>240 s</td>
</tr>
<tr>
<td>Stop gap</td>
<td>5%</td>
<td>0.1%</td>
<td>0.5%</td>
</tr>
<tr>
<td>CPU time</td>
<td>279 s</td>
<td>25 s</td>
<td>2 s</td>
</tr>
<tr>
<td>Relative gap</td>
<td>4.3%</td>
<td>0.1%</td>
<td>0.1%</td>
</tr>
<tr>
<td>Objective value</td>
<td>86362.5</td>
<td>87281.2</td>
<td></td>
</tr>
<tr>
<td>Final relative gap</td>
<td>4.3%</td>
<td>5.4%</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 10. Future stacking layer load results.
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